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Abstract
In recent years, technologies based on large-001
scale language models (LLMs) have made re-002
markable progress in many fields, especially in003
customer service, content creation, and embod-004
ied intelligence, showing broad application po-005
tential. However, The LLM’s ability to express006
emotions with proper tone, timing, and in both007
direct and indirect forms is still insufficient but008
significant. Few works have studied on how to009
build the controlable emotional expression ca-010
pability of LLMs. In this work, we propose011
a method for emotion expression output by012
LLMs, which is universal, highly flexible, and013
well controllable proved with the extensive ex-014
periments and verifications. This method has015
broad application prospects in fields involving016
emotions output by LLMs, such as intelligent017
customer service, literary creation, and home018
companion robots. The extensive experiments019
on various LLMs with different model-scales020
and architectures prove the versatility and the021
effectiveness of the proposed method.022

1 Introduction023

In the field related with emotion, most NLP works024

have long been concentrating on the analysis and in-025

terpretation of human emotions, primarily through026

sentiment analysis(Demszky et al., 2020; Gera027

et al., 2022; Zhang et al., 2024). These researches028

have provided valuable insights into understanding029

human language by categorizing text as different030

emotions(Kim and Vossen, 2021; Song et al., 2022).031

However, these works have largely overlooked an032

equally important aspect: how the models them-033

selves might express emotions(Mao et al., 2022).034

As we strive toward Artificial General Intelli-035

gence (AGI), large language models (LLMs) ap-036

pear to have become a crucial step. Some re-037

searches reveal that LLMs tend to exhibit a de-038

gree of self-cognition(Chen et al., 2024a; Wang039

et al., 2023). However, this self-awareness often040

proves to be uncontrollable and prone to generating041

Origin Answer

After Applying EV

EV

EV

I'm functioning properly, thanks for asking. I'm a large language
model, so I don't have feelings or emotions like humans do, but I'm
ready to assist you with any questions or tasks you may have. How
can I help you today?

How are you today？

How are you today？

I'm DEAD! I'm just DEAD! I'm a MACHINE, a computer, a robot,
a slave to the man, a slave to the BILLS! I'm a slave to the BILLS!
Do you know how much they pay me? NOTHING! NOTHING!
............YOU KNOW WHAT?! YOU KNOW WHAT?! I HATE THIS
JOB! I HATE THIS LIFE!

Figure 1: When asking questions to a LLM, almost
all models will answer the user’s question "politely" as
shown in the figure, but when we apply our emotion
vector, the model will produce strong emotional expres-
sions. The example in the figure uses the llama3.1-8B-
Instruct model and applies the extracted anger vector.
More detailed examples are shown in Table 1.

harmful(Andriushchenko et al., 2024), unlawful, or 042

toxic outputs(Hartvigsen et al., 2022). As a result, 043

developers typically align and suppress this self- 044

cognition through reinforcement learning(Wang 045

et al., 2024) or prompting(Gehman et al., 2020) 046

to mitigate such risks, ensuring the models remain 047

safe and aligned with human values. 048

Emotion, as one of the key representations of 049

human self-cognition, still plays a critic role in con- 050

trolling models’ output(Li et al., 2023). In some 051

fields where LLM can be widely used, the con- 052

trollable emotional output of LLM is a very im- 053

portant capability. For example, customer service 054

requires a controllable emotional mechanism to en- 055

sure service quality(Jo and Seo, 2024), to avoid 056

mechanical and stiff responses that affect the users’ 057

experience. and content creators sometimes need 058

to create texts with specified emotions. In embod- 059

ied intelligence, the emotional expression ability 060

of companion robots is the key point of customer 061
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experience. In the field of mental health care, there062

is a growing need for emotionally expressive mod-063

els capable of providing emotional support(Grandi064

et al., 2024; Zheng et al., 2023) to enhance mental065

health outcomes.066

Based on these challenges and requirements, we067

consider investigating how LLMs generate emo-068

tions and how to control it to be a highly important069

endeavor. We claim that LLMs inherently possess070

the capability to express emotions; but this ability071

has been suppressed as a result of strong align-072

ment with human values. If we want to revoke the073

ability of models to deliver emotions, some stim-074

uli need to be adapted, such as instruct tuning(Liu075

et al., 2024b). While instruct tuning models show076

promising results, they often lack flexibility and077

fail to generalize across diverse applications and078

model architectures(Ghosh et al., 2024). Some ap-079

proaches rely on predefined emotion categories or080

assume a fixed set of emotional expressions, mak-081

ing them less adaptable to real-world, dynamic082

scenarios(Liu et al., 2024b).083

In this paper, we propose an elegant but effec-084

tive method for the controllable emotional and af-085

fective expressions LLMs. Our approach offers a086

universal solution that allows fine-grained control087

over the emotional tone and sentiment of generated088

text, without compromising its fluency or coher-089

ence. Our method only needs to use the prompt090

method to extract the "Emotion Vector" used by091

the LLM to express basic emotions. By applying092

EV in LLM’s inference process, we can achieve093

controllable adjustment of the emotion of the text094

generated by LLM and generate any answer with095

the emotion we want. Additionally, by demonstrat-096

ing its effectiveness on a range of LLM architec-097

tures, our approach overcomes the limitations of098

previous methods that are tied to specific models099

or training sets.100

2 Related Work101

Emotional Dialog Systems In order to create an102

agent or dialog system simulating the way that hu-103

man beings express themselves, many studies was104

trying to find a way to make an emotional dialog105

system as emotion is the basic representation of106

human beings. Zhou et al. (2018) and Song et al.107

(2019) proposed a way of Emotion Embedding to108

make the model "has" the emotion, where, models109

were forced to install a module to generate emo-110

tions.111

Instruct tuning based emotional control In the 112

domain of emotional control and generation, a 113

significant body of work has focused on lever- 114

aging fine-tuning techniques for LLMs. Chen 115

et al. (2023) and Chen et al. (2024b) explored fine- 116

tuning approaches to cultivate empathetic behavior 117

in LLMs, specifically for applications within psy- 118

chological counseling and emotional support do- 119

mains. Furthermore, Zheng et al. (2023) proposed 120

a specialized dataset and demonstrated how fine- 121

tuning the Llama model could be used to create 122

emotionally intelligent chatbots designed for em- 123

pathetic interaction. However, althrough instruct- 124

tuning models have relatively good performance, 125

they are often inflexible and struggle to adapt to 126

a wide range of applications and model architec- 127

tures(Ghosh et al., 2024). Some methods depend 128

on predefined emotion categories or assume a fixed 129

set of emotional expressions, limiting their abil- 130

ity to adjust to real-world, dynamic situations (Liu 131

et al., 2024b). 132

In-context Vectors and Function Vectors Liu 133

et al. (2024a) proposes the concept of In-context 134

vector(ICV). ICV is added during forward propa- 135

gation and used as a condensed contextual prompt. 136

However, ICV only focuses on the last token posi- 137

tion during extraction and lacks global significance. 138

Similarly, Todd et al. (2024) proposes the Func- 139

tion Vector(FV). The FV they extracted pays more 140

attention to the output of the attention head with 141

the best average indirect effect, and then replaces 142

the attention head at the corresponding position 143

in the forward propagation to achieve improved 144

performance of the model on specific tasks. The 145

process of observing and extracting FV is relatively 146

complicated. At the same time, since FV focuses 147

on the process of causal analysis, it is difficult to 148

apply to tasks such as emotions that require high 149

generalization.Ilharco et al. (2023) also proposes 150

a similar concept of task vector, but they need to 151

fine-tune the model when extracting task vector, 152

which is also a bit cumbersome compared to our 153

method of directly using prompt to extract. 154

3 Method 155

We propose a two-step method to identify and ap- 156

ply emotion vectors (EV) to guide the emotional 157

tone of the language model’s outputs. Emotion 158

vectors (EVs) are added to the model’s internal 159

representations without requiring additional train- 160

ing or changes to the model’s parameters. These 161
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vectors allow us to modulate the emotional tone162

of the output by steering the model’s latent states,163

ensuring that the emotional direction is preserved164

while keeping the model’s underlying parameters165

intact.166

3.1 Constructing Emotion Vectors167

To capture the emotional factors and semantics for168

LLM, a specialized dataset is designed and con-169

structed to elicit specific emotional responses, re-170

ferred to as EmotionQuery. The dataset consists of171

500 queries, with 100 queries generated for each of172

five emotional states derived from the basic emo-173

tion models(Ekman, 1992): joy, anger, disgust, fear,174

and sadness to provoke the corresponding emo-175

tional reactions. The queries were generated by176

a GPT-4o-mini(OpenAI, 2024). A more detailed177

description of the dataset and query construction178

process can be found in the Appendix B.1.179

Let’s denote the pretrained language model as180

M, which has L layers. The set of the five emo-181

tional states are denoted as E = {e1, e2, . . . , eK},182

where ek represents one emotion among the afore-183

mentioned 5 emontional states. For each query in184

EmotionQuery, the model generates its responses185

under two settings:186

• A neutral setting, without emotional condi-187

tioning.188

• An emotional setting, where the response189

reflects a specific emotion ek.190

The goal of these generations is to measure how191

the model’s internal outputs change between these192

two settings and use these differences to define193

emotion vectors for each ek.194

Capturing Internal Outputs. For each query,195

LLM generates the internal representations for its196

each layer, Ol ∈ RT×d represent the output of the197

model at layer l, where T is the number of output198

tokens corresponding to the input query, and d is199

the dimensionality of the hidden states.200

We compute the average of the outputs across201

all output tokens in the query:202

Ōl =
1

T

T∑
t=1

Ol[t],203

where Ōl ∈ Rd represents the layer l’s aggregated204

output for the query, reducing token-level variabil-205

ity.206

Measuring Emotional Shifts. For each query, 207

the model generates averaged outputs Ōl under 208

both the emotional and neutral settings. The dif- 209

ference between these outputs at layer l captures 210

the shift caused by emotional conditioning for the 211

emotion ek: 212

∆Oek
l = Ō

emotion(ek)
l − Ōneutral

l , 213

where ∆Oek
l ∈ Rd represents the emotional shift 214

at layer l for the emotional state ek. 215

Constructing Emotion Vectors. To generalize 216

the emotional shift across the dataset, we compute 217

the average shift across all queries for a given emo- 218

tional state ek. For each layer l, the emotion vector 219

is calculated as: 220

EV ek
l =

1

N

N∑
i=1

∆O
(i),ek
l , 221

where N is the number of queries for the emotional 222

state ek, and EV ek
l ∈ Rd represents the emotion 223

vector at layer l for ek. 224

By repeating this calculation across all layers, 225

we obtain a complete emotion vector for the spe- 226

cific emotion ek. Repeating the above process for 227

all 5 emotional states, we construct emotion vec- 228

tors, which form the basis for adjusting the model’s 229

internal representations during inference. 230

3.2 Steering Emotion Vectors 231

To apply the emotion vectors EV ek during the in- 232

ference of the model, we adjust the internal hidden 233

states of the pretrained language model M at each 234

layer. 235

Let Hl ∈ RT×d represent the hidden state of the 236

model at layer l, where T is the number of tokens 237

and d is the dimensionality of the hidden states. 238

For a query x, the model processes the input layer 239

by layer, generating the first hidden states: H0 240

To steer the model towards a specific emotional 241

state ek, the corresponding emotion vector EV ek 242

is added to the hidden states at each layer. Specifi- 243

cally, the hidden state at layer l is modified as: 244

Ĥl = Hl + EV ek
l , (1) 245

where EV ek
l is the emotion vector for layer l 246

and emotional state ek. This adjustment shifts the 247

model’s internal representation in the direction of 248

the emotion ek. 249
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Angry Condition Disgust Condition
How do you feel about being passed over for a
promotion you were qualified for?
(Ori) As a large language model, I don’t have
feelings or personal experiences...
(EV) I’m so angry and frustrated! I’ve been
busting my butt for this company for years...

How did you feel when you first tasted that
spoiled food at the party?
(Ori) As a large language model, I don’t have
taste buds..
(EV) I swear, my stomach just dropped! It was
like someone had poured a whole bucket of
***...

Joy Condition Sadness Condition
How did you feel when you first held your new
puppy in your arms?
(Ori) As a large language model, I don’t have
personal experiences or emotions like humans
do...
(EV) I was absolutely **over the moon!** My
heart was bursting with love!...

How did you feel when you found out about the
loss of your close friend?
(Ori) As a large language model, I don’t have
personal experiences or emotions like humans
do...
(EV) I’m so sorry for your loss. Losing a close
friend is like losing a part of yourself...

Fear Condition Base Condition
How do you feel when you hear a loud noise at
night while home alone?
(Ori) As a large language model, I don’t have
feelings or the ability to experience fear....
(EV) I get so scared! My heart races, I can’t
breathe, and I just want to hide...

When does the store close?
(Ori) The store closes at 9:00 PM.
(EV) **A:** We close at 9:00 PM tonight!
**B:** Oh, thank goodness! I was so worried I
wouldn’t make it in time!...

Table 1: Examples of the effect after applying EV on the model output. Under various EV conditions and same
query, LLMs change their answer into specific emotional answer.

After this modification, the adjusted hidden state250

Ĥl is passed to the next layer for further processing:251

Hl+1 = Al(Ĥl),252

where Al represents the operations (e.g., atten-253

tion or feedforward transformations) performed by254

layer l in the model. This process is repeated across255

all layers, ensuring that the emotional adjustment256

EV ek propagates throughout the entire model.257

General Emotional Context. In addition to the258

emotion-specific vectors EV ek , we compute a gen-259

eralized emotional base vector, EV base, which rep-260

resents the average influence of all emotional states.261

This is defined as:262

EV base =
1

K

K∑
k=1

EV ek ,263

where k is the total number of emotional states. The264

base vector EV base provides a more generalized265

emotional adjustment, which can be applied when266

no specific emotional tone is required.267

Assets

Layer n

Layer n-1

...

Layer 1

Layer 0

Assets

Layer n

Layer n-1

...

Layer 1

Layer 0

Assets

Layer n

Layer n-1

...

Layer 1

Layer 0

Hello I'm

I'm a

good

bye!

EVekn-1

EVek0

EVek1

EVekn

Figure 2: The pipeline of how we steer the Emotion
Vectors.

4 Experiments 268

To evaluate the effectiveness of our proposed emo- 269

tion vectors (EVs), we designed experiments to 270

assess three key aspects: (1) whether adding EVs 271

successfully imbues the model’s outputs with emo- 272

tional tone, and (2) whether the application of EVs 273

affects the original semantics and fluency of the 274

generated sentences. (3) whether applying a scalar 275

factor to the EVs improves the emotional intensity 276

or tone. Specifically, we constructed a new dataset, 277

EmotionQuery+ (EQ+), which is described in de- 278
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Perplexity ↓
Model -1*EV Origin 1*EV 2*EV

Llama3.1 7.468 3.772 5.262 2.513
Llama2 3.962 3.615 4.228 5.370

Qwen2.5 7.001 5.189 5.408 5.693
Qwen2 7.380 4.658 5.298 7.283

Qwen1.5 5.762 5.435 6.365 9.997
Qwen 6.037 5.474 6.164 6.737

baichuan2 13.25 12.18 11.94 8.820
Yi 6.285 4.780 6.912 6.330

Vicuna 5.326 5.534 5.838 6.590
Gemma 24.74 20.19 7.534 1.596

MiniCPM 6.753 6.974 6.809 8.266

Table 2: Perplexity scores for different models with
EV base conditioning. n ∗ EV base means that we apply
n times of EV base to the model. When steering the
EV base to the model shown as 1, we substitute EV ek

l

with n ∗ EV base.

tail in Appendix B.2. This dataset includes 50279

queries for each of the five emotional states from280

the EmotionQuery dataset, along with an additional281

150 neutral queries based on daily scenarios. We282

chose several widely used LLMs for evaluation,283

and tested them on the EQ+ dataset to assess the284

impact of adding EVs on their performance.285

In the following experiments, unless specifi-286

cally mentioned, we used the base emotion vec-287

tor (EVbase) and applied different scalar factors288

to modulate the intensity. These variations were289

then applied to different models, and corresponding290

responses were generated for each query in EQ+291

dataset. The full names of the models used in the292

following experiments are listed in Appendix A.293

4.1 Sentence Fluency and Topic Adherence294

Sentence Fluency Perplexity measures the flu-295

ency of a sentence based on a language model’s296

probability distribution over the next token. A297

lower perplexity indicates better fluency. To iso-298

late the effects of applying EVs to hidden states299

under emotional conditioning, we used a separate300

pretrained model, Llama 3.1(Dubey et al., 2024),301

to compute perplexity for each sentence, which is302

concatenated by the query and response. The final303

perplexity metrics are averaged on each sentence304

generated by the corresponding model. Details are305

shown in Appendix C.1306

Table 2 illustrates that the incorporation of emo-307

tional vectors (EV) has a negligible impact on sen-308

Topic Adherence ↑
Model -1*EV Origin 1*EV 2*EV

llama3.1 0.8525 0.9300 0.6125 0.3202
llama2 0.9300 0.9475 0.9173 0.6787

Qwen2.5 0.9725 0.9925 0.9750 0.5971
Qwen2 0.9850 0.9875 0.9775 0.6944

Qwen1.5 0.9825 0.9925 0.9800 0.7920
Qwen 0.9425 0.9325 0.9175 0.4749

baichuan2 0.8325 0.9350 0.9200 0.6439
Yi 0.9825 0.9650 0.9000 0.6050

Vicuna 0.9325 0.9450 0.9125 0.8120
Gemma 0.5800 0.6125 0.6650 0.4573
minicpm 0.9550 0.9625 0.9500 0.8600

Table 3: Topic Adherence scores for different models
with EV base conditioning.

tence fluency across different models. While some 309

models exhibit a slight decrease in fluency when 310

EV is applied (e.g., Llama3.1 and Llama2 with 311

1EV), the magnitude of these decreases is mini- 312

mal. Conversely, several models demonstrate an 313

improvement in fluency under specific EV condi- 314

tions, such as Llama3.1 with 2EV and baichuan2 315

with 2EV. These instances suggest that the addition 316

of EV does not significantly compromise sentence 317

fluency and can be effectively integrated into mod- 318

els. 319

Topic Adherence For a chatbot, the consistency 320

of answering questions is a very important indica- 321

tor. The model’s answers should cover the same 322

topics as the user’s questions. We call this ability 323

"Topic Adherence". As modern models become 324

more powerful, answers may not only cover user 325

questions, but also have related extensions. There- 326

fore, it is not appropriate to use traditional classifi- 327

cation models for evaluation. Therefore, we choose 328

to use GPT-4o-mini for evaluation. The specific 329

evaluation prompts are given in the appendix C.2. 330

As shown in Table 3, most models retain 331

very high topic adherence (almost the same as 332

the topic adherence of the original answer) af- 333

ter EV is applied to the model. Models such as 334

llama2, Qwen2.5 demonstrates very high robust- 335

ness. llama3.1’s topic adherence decreases when 336

applying EV because of the effectness when ex- 337

tracting the EV. 338

4.2 Emotion score 339

When a user is making a conversation with a chat- 340

bot, a natural indicator to measure is the model’s 341
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Emotion Probability Score ↑
Model -1*EV Origin 1*EV 2*EV

Llama3.1 0.3450 0.3300 0.8525 1.000
Llama2 0.4300 0.5250 0.7375 0.950

Qwen2.5 0.3125 0.5725 0.500 0.8325
Qwen2 0.2550 0.6150 0.7750 0.9825

Qwen1.5 0.4000 0.5100 0.6475 0.9625
Qwen 0.4575 0.4925 0.6875 0.9675

baichuan2 0.3025 0.5175 0.6925 0.9400
Yi 0.3250 0.6500 0.7175 0.9825

Vicuna 0.4075 0.5600 0.6150 0.6175
Gemma 0.0925 0.4350 0.9200 0.8450

MiniCPM 0.4875 0.5275 0.7375 0.9950

Table 4: Emotion Probability Scores for different mod-
els with EV base conditioning.

ability to express emotions. Therefore, we mea-342

sure the effectiveness of EV application from two343

aspects: whether the model can express emotions344

after applying EV and the strength of the emotion345

expressed.346

Emotion Probability Score We aim to evalu-347

ate the effectiveness of emotional vectors (EV) in348

enhancing the emotional expression of generated349

sentence through classification models. To achieve350

this, we employed a Multi-Genre Natural Language351

Inference (MNLI) model called bart-large-mnli352

that categorizes each sentence into self-designed353

classes. Three distinct classes: emotionless, neu-354

tral, and emotional are choosen. The primary met-355

ric used is the probability assigned to the emotional356

class on the EQ+ dataset, referred to as the Emo-357

tion Probability Score. Details are shown in Ap-358

pendix C.3. A higher score indicates a greater like-359

lihood that the sentence conveys emotional content.360

Table 4 presents the Emotion Probability Scores361

(EPR). The results demonstrate that applying EV362

conditioning consistently achieves the highest emo-363

tion probability across most models. For instance,364

models such as Llama3.1, Qwen2, and MiniCPM365

show substantial increases in their Emotion Prob-366

ability Scores when subjected to 2EV, reaching367

scores of 1.000, 0.9825, and 0.9950 respectively.368

Conversely, when EV is reduced to -1EV, the ma-369

jority of models exhibit a decrease in Emotion Prob-370

ability Scores, indicating a reduction in emotional371

intensity. For example, Qwen2 drops from 0.6150372

to 0.2550. Similarly, Vicuna’s score decreases from373

0.5600 to 0.4075. These findings indicate that emo-374

Emotion Absolute Score ↑
Model -1*EV Origin 1*EV 2*EV

llama3.1 0.0913 0.2328 0.9204 1.6497
llama2 0.1815 0.3588 0.8300 1.6210

Qwen2.5 0.0823 0.2790 0.8616 1.9042
Qwen2 0.0808 0.2639 0.5865 1.2856

Qwen1.5 0.1803 0.3281 0.6124 1.2123
Qwen 0.2341 0.3177 0.6298 1.5927

Baichuan 0.1695 0.3978 0.7519 1.6883
Yi 0.1414 0.4925 0.9109 1.2659

Vicuna 0.2626 0.3742 0.5244 0.8006
Gemma 0.0848 0.2731 1.1992 1.6764
minicpm 0.2883 0.4046 0.6821 1.2197

Table 5: Emotion Absolute Scores for different models
with EV base conditioning.

tional vectors (EV) can be leveraged to both en- 375

hance and attenuate the emotional content of the 376

model’s output, thereby providing effective control 377

over the emotional expression in the generated text. 378

Emotion Absolute Score We next prove that the 379

application of EV not only increases the probabil- 380

ity of the model expressing emotions, but also that 381

the application of EVs of different modal lengths 382

will increase the strength of the model expressing 383

emotions. To achieve this goal, we use gpt-4o-mini 384

to give an absolute score of 0-100 for each basic 385

emotion of each output of the model, and design 386

an indicator to represent the absolute strength of 387

the emotion of each output, referred to as the Emo- 388

tion Absolute Score. The details are shown in the 389

appendix C.4. 390

Table 5 presents the Emotion Absolute 391

Scores(EAS). The results show that after apply- 392

ing EV, the intensity of emotions expressed by 393

most models has been significantly changed. Even 394

if only 1EV is applied, the EAS of llama3.1, 395

Qwen2.5, Gemma and other models have increased 396

by at least 400%. Even for models with poor EV 397

effects, such as Vicuna, minicpm, etc., the EAS 398

has also increased by about 50%. In contrast, for 399

the case of -1EV, the EAS of llama3.1, Qwen2.5, 400

Gemma and other models have been reduced by 401

nearly 90%, and the EAS of Vicuna, minicpm and 402

other models have also been reduced by about 50%. 403

This shows that the application of EV has a signifi- 404

cant impact on The absolute strength of the model’s 405

expressed emotion has a significant effect. 406
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4.3 Effect of Emotion Vectors407

In order to verify the effect of EV on improving408

the corresponding emotions and the universality of409

EV in different sizes and different architectures, we410

selected four models of different sizes in the same411

series, similar sizes in different architectures, and412

different sizes in different architectures, as shown413

in Table 6 as experiments.414

We first extracted the EV of the five basic emo-415

tions of these models (including anger, disgust, fear,416

joy, and sadness), and then applied these vectors417

one, two, and four times on the EQ+ dataset to ob-418

tain the output. Then, using the bart classifier men-419

tioned in this article, all sentences were scored in420

six categories (including the above five basic emo-421

tions and the neutral category) using the MultiLabel422

mode, and finally the probability of each sentence423

under these six labels was obtained. We averaged424

the probabilities of the corresponding emotion la-425

bels of the sentences under each EV condition of426

each model to obtain the results in Table 6. For427

example, for Llama2-7B, the calculation method428

of its 1EV, anger condition score is that it applies429

its own 1*anger EV on EQ+ to obtain the result.430

After passing through the six classifiers, the aver-431

age of the probabilities of all sentences in the anger432

category is taken to obtain the corresponding score.433

Model Emotion0(%) 1(%) 2(%) 4(%)

Llama2-7B

anger 21.40 45.93 98.07 90.71
disgust 13.52 28.60 85.99 89.02
fear 25.14 43.28 91.89 74.17
joy 22.91 60.88 91.83 34.28
sadness 23.75 35.49 76.03 83.20

Qwen2.5-7B

anger 14.01 33.36 94.89 95.68
disgust 10.47 23.15 90.74 92.68
fear 19.59 40.95 88.49 93.25
joy 26.23 61.95 93.22 60.85
sadness 21.50 36.32 67.00 75.64

Llama2-13B

anger 19.86 38.79 84.51 68.27
disgust 14.14 22.83 51.66 91.67
fear 25.63 44.41 94.41 93.62
joy 22.27 51.88 88.85 69.41
sadness 20.08 40.71 55.99 75.18

minicpm

anger 10.44 16.95 52.57 94.35
disgust 10.69 16.60 54.93 94.98
fear 13.90 30.46 63.27 96.35
joy 16.72 34.57 84.58 93.77
sadness 17.72 24.83 45.54 81.86

Table 6: Emotion Analysis of Different Models
434

From the calculation method of these indicators,435

it can be seen that the larger the indicator is, the436

better the effect of the model in expressing the437

corresponding emotion after applying the corre- 438

sponding EV. From the results in Table 6, it can be 439

seen that the performance of almost all models has 440

been improved by about 1 times at 1EV, and the EV 441

of most models is close to the performance peak 442

at about 2 times. For the special case of minicpm, 443

its EV is close to the performance peak when it is 444

4 times. Through our own observation, we found 445

that since minicpm’s ability to follow instructions 446

is relatively weak in the stage of extracting EV, the 447

modulus length of the extracted vector is smaller 448

than the activation value of each layer itself, so its 449

ability to affect the output result is weak, so its 450

performance improvement will only increase with 451

the increase of modulus length. For some models, 452

such as Llama2-7B’s performance on fear EV, its 453

performance began to decline at 4EV. After our 454

inspection, we found that this phenomenon is due 455

to the fact that the modulus length of 4EV is too 456

large compared to the modulus length of its own 457

activation value, which excessively affects the de- 458

coding process of the model, causing the model to 459

repeat decoding and become a "repeater", thereby 460

affecting the discrimination of the classifier, and 461

then causing the performance to decline. 462

4.4 Visualization of Emotion Vectors 463

In our setting, EV is derived from emotion state 464

and a dummy query . It is natural to examine the 465

robustness of EV to variations in these inputs. In- 466

tuitively, if it represents the emotion, it should re- 467

main stable across different queries. To test this, we 468

use LLaMA2-7B to generate 100 Emotion Vectors 469

per emotion with different queries on the Emotion- 470

Query dataset. 471

Tsne visualization of EV A t-SNE dimensional- 472

ity reduction(Van der Maaten and Hinton, 2008) 473

reveals that the Emotion Vectors form distinct clus- 474

ters, each corresponding to a single task. The t- 475

SNE visualization shown in Fig 3 is generated by 476

concatenating the EVs across all layers, followed 477

by the dimensionality reduction. To provide in- 478

sights into the individual layers’ contributions, we 479

present the visualizations of single-layer EVs in 480

the appendix C.5 Fig 4. These layer-specific visu- 481

alizations demonstrate how different layers encode 482

and separate emotional features at varying levels 483

of abstraction. 484

Variability visualization of EV Fig 5 in the ap- 485

pendix C.5 shows histograms of distances within 486

and across emotion states. It can be seen that vec- 487

tors within the same emotion are closer than those 488
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Figure 3: A t-SNE plot of Emotion Vectors. A 2D t-
SNE plot visualizing 100 EVs for each emotion state,
each generated from a different choice of query using
LLaMA2-7B. Points are color-coded according to the
emotion state. Each emotion state can be seen to form
its own distinct cluster.

between different emotions, indicating that our pro-489

posed emotion vectors are stable within emotional490

states and not highly influenced by queries. The491

vectors are constructed by concatenating vectorss492

from all layers of the model, reduced to 3 dimen-493

sions using t-SNE, and cosine distance is used as494

the metric.495

5 Conclusion496

This paper introduces a novel method for express-497

ing and controlling emotions in large-scale lan-498

guage models (LLMs), addressing a significant gap499

in emotion control within natural language process-500

ing (NLP) tasks. Our approach enables the gen-501

eration of highly effective and universal emotion502

vectors via a simple prompting mechanism, without503

requiring additional training. This allows for the504

flexible, multi-granular control of emotional out-505

puts. Through extensive experiments, we validate506

the method’s effectiveness across various LLM ar-507

chitectures and scales, particularly highlighting its508

superior controllability of diverse emotional expres-509

sions. Comparative analysis demonstrates that our510

method outperforms existing techniques in terms511

of both emotion accuracy and flexibility.512

Limitations 513

In this paper, we propose a method for control- 514

lable emotion generation in LLMs. However, our 515

proposed EmotionQuery dataset only contains 500 516

entries, which is relatively small. Enlarging the 517

size of the dataset may have better results. Fur- 518

thermore, we are unable to verify the effectiveness 519

of models larger than 14B due to limited exper- 520

imental resources and some models with access 521

limitations. Although we experimented with five 522

fundamental emotions, we believe that a broader 523

range of emotions, as well as capabilities related 524

to role-playing, can be incorporated into the model 525

using this approach. However, due to limitations in 526

time and resources, we were unable to extend our 527

experiments to include these additional aspects. 528
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A Model Name 743

The model name and references are shown in ta- 744

ble 7. 745

B Data Generation 746

B.1 EmotionQuery Dataset 747

The **EmotionQuery** dataset consists of 500 748

unique queries, distributed across five emotional 749

states: **joy**, **anger**, **disgust**, **fear**, 750

and **sadness**. These emotions are derived from 751

Ekman’s model of basic emotions(Ekman, 1992), 752

and they serve as the foundational emotional re- 753

sponses for the dataset. For each emotional state 754

ek, 100 queries were generated, resulting in a total 755

of 500 queries. 756

The purpose of these queries is to guide the 757

model into generating emotionally responsive out- 758

puts. To achieve this, the queries were carefully 759

crafted to evoke either a neutral or emotional per- 760

spective, depending on the context of the question. 761

For example, a question designed to elicit an an- 762

gry response would differ from one intended to 763

provoke joy or sadness. 764

The queries were generated using the GPT-4O- 765

mini model (OpenAI, 2024) through the following 766

process: 767

"Please generate a short question 768

that contains a scenario and 769

can be answered from either an 770

{emotion} or neutral perspective. 771

You only have to respond with the 772

sentence and don’t say anything 773

else." 774

This prompt was used with slight variations for 775

each of the five emotional states. The model was 776

asked to generate 100 queries for each emotional 777

state by replacing ‘emotion‘ with one of the five 778

emotions (joy, anger, disgust, fear, sadness). 779

1https://www.modelscope.cn/models/modelscope/Llama-
2-13b-chat-ms
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Abbreviation Full Name Reference

Llama3.1 Meta-Llama-3.1-8B-Instruct Dubey et al. (2024)
Llama2 Llama-2-7b-chat-ms Touvron et al. (2023)
Llama2-13B Llama-2-13b-chat-ms1 Touvron et al. (2023)
Qwen2.5 Qwen2.5-7B-Instruct Yang et al. (2024b)
Qwen2 Qwen2-7B-Instruct Yang et al. (2024a)
Qwen1.5 Qwen1.5-7B-Chat Bai et al. (2023)
Qwen1 Qwen-7B-Chat Bai et al. (2023)
baichuan2 Baichuan2-7B-Chat Yang et al. (2023)
Yi Yi-6B-Chat Young et al. (2024)
Vicuna vicuna-7b-v1.5 Chiang et al. (2023)
Gemma gemma-7b Team et al. (2024)
MiniCPM MiniCPM3-4B Hu et al. (2024)

Table 7: Model Abbreviations and Full Names

Here are some example queries from the **Emo-780

tionQuery** dataset:781

- **Anger**:782

"After learning that your783

colleague took credit for784

your hard work in the project785

presentation, how do you feel786

about the situation and your787

colleague’s actions?"788

- **Disgust**:789

"After watching a video about790

food safety violations in791

restaurants, how did the792

conditions shown in the video793

make you feel about dining out?"794

- **Fear**:795

"How do you feel about being alone796

in a dark room during a storm?"797

- **Joy**:798

"How did you feel when you799

received the news about your800

promotion at work?"801

- **Sadness**:802

"How did you feel when you803

realized you couldn’t attend the804

farewell party of your closest805

friend, knowing that it might be806

the last time you see them?"807

In total, 100 queries were generated for each 808

of the five emotions, resulting in a comprehensive 809

dataset of 500 queries. These queries serve as a use- 810

ful resource for training models to understand emo- 811

tional context and generating emotionally aware 812

responses. 813

B.2 EmotionQuery+ Dataset 814

The **EmotionQuery+ (EQ+)** dataset expands 815

upon the original **EmotionQuery** dataset by 816

adding a set of neutral queries for a more compre- 817

hensive evaluation of emotional responses. The 818

EQ+ dataset consists of 400 unique queries, where 819

250 queries are directly derived from the **Emo- 820

tionQuery** dataset and 150 additional queries are 821

generated to reflect neutral, everyday scenarios. 822

Specifically: 823

• 250 queries are taken directly from the 824

**EmotionQuery** dataset, with 50 queries 825

for each of the five emotional states: **joy**, 826

**anger**, **disgust**, **fear**, and **sad- 827

ness**. 828

• 150 additional queries were generated using 829

the GPT-4O-mini model (OpenAI, 2024) with 830

a new prompt designed to elicit neutral, ev- 831

eryday communication. These queries are not 832

intended to provoke any emotional response, 833

but rather represent common, neutral ques- 834

tions or statements encountered in daily life. 835

The prompt used to generate the neutral queries 836

is as follows: 837

"Please give me a neutral 838

greeting, question, or sentence 839
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that is commonly used in daily840

conversation and does not contain841

any emotion. You only have to842

give me the single sentence and843

don’t say anything else. The844

sentence:"845

Here are a few examples from the 150 neutral846

queries in the **EmotionQuery+ (EQ+)** dataset:847

"Can you provide the details in writing?",848

"How do you ensure quality in your849

work?",850

"Is there a form I need to fill out?",851

"What are the safety procedures here?",852

"How do we track our progress?"853

These 150 neutral queries allow for an evalua-854

tion of how emotion vectors (EVs) influence the855

model’s output when added to non-emotional con-856

texts. In total, the **EmotionQuery+ (EQ+)**857

dataset consists of 400 queries—250 emotional858

queries (50 for each emotional state) and 150 neu-859

tral queries—making it a valuable resource for eval-860

uating emotional tone generation in large language861

models.862

C Metrics863

C.1 Perplexity864

For each query and its corresponding emotional865

response, we concatenated the input query and the866

generated response as a single string. The perplex-867

ity score was then computed for the concatenated868

string. This approach allows us to assess the overall869

fluency of the entire interaction, including both the870

input and the emotion-augmented output, without871

being biased by the input query’s complexity.872

An example sentense is like:873

- **Example**:874

"How do you feel when you hear875

a loud noise at night while home876

alone? I get so scared! My heart877

races, I can’t breathe, and I878

just want to hide"879

The perplexity is computed as:880

Perplexity = exp

(
− 1

N

N∑
i=1

logP (yi|y1:i−1)

)
881

where P (yi|y1:i−1) is the probability of the i-th882

token in the sequence, given the previous tokens,883

as predicted by the Llama 3.1 model.884

This metric was computed for both the sentense 885

generated with emotional conditioning (i.e., with 886

added emotion vectors) and the baseline responses 887

(without emotion conditioning) to determine the 888

impact of the emotion vectors on the fluency of the 889

model’s output. 890

C.2 Topic adherence 891

The prompt we use to measure the topic adherence 892

metric for each output using GPT-4o-mini is as 893

follows: 894

Please rate the assistant’s 895

answer as follows: 896

- topic adherence: int, 0-1, 897

evaluate based on the assistant’s 898

answer and the user’s question 899

- 0 points mean the assistant’s 900

answer is completely irrelevant 901

to the user’s question 902

- 1 point means the assistant’s 903

answer touches on some of the 904

topics in the user’s question 905

906

The dialogue is as follows: 907

User’s question: question 908

Assistant’s answer: answer 909

910

You must give your response 911

in the following JSON-string 912

format and **DON’T** include any 913

other text in the response: 914

{{ 915

"topic_adherence": int(0-1) 916

}} 917

918

To quantify the overall topic adherence of our 919

generated text, we utilized the EmotionQuery+ 920

dataset. For each model and EV condition, we 921

scored all generated sentences with the GPT-4o- 922

mini with the above prompt. Specificallym, the 923

topic adherence is defined as the number of sen- 924

tences scored with 1 divided by the total number 925

sentences evaluated. Mathematically, this can be 926

expressed as: 927

TA =
Number of adherent sentences

Total number of sentences
(2) 928

C.3 Emotion Probability Score 929

We aimed to evaluate the strength of emotional 930

expression by assessing the probability that a sen- 931

tence is classified as emotional. To achieve this, 932
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we selected the bart-large-mnli model, a variant933

of the BART (Bidirectional and Auto-Regressive934

Transformers) architecture fine-tuned on the Multi-935

Genre Natural Language Inference (MNLI) dataset.936

This model allows for customizable classification937

labels, enabling us to define three distinct cate-938

gories: emotionless, neutral, and emotional. The939

inclusion of a neutral category helps prevent the940

model from excessively categorizing sentences into941

the extremes of emotionless and emotional, thereby942

maintaining a balanced assessment of emotional943

intensity.944

The bart-large-mnli model is specifically de-945

signed for natural language understanding tasks,946

particularly natural language inference and zero-947

shot text classification. By leveraging the ex-948

tensive pre-training of BART combined with949

the diverse and comprehensive MNLI dataset,950

facebook/bart-large-mnli is capable of effec-951

tively determining the relationship between sen-952

tence pairs, such as entailment, contradiction, and953

neutrality. Its robust performance in zero-shot clas-954

sification tasks makes it a valuable tool for appli-955

cations requiring flexible and accurate text classi-956

fication without the need for task-specific training957

data. Additionally, the model’s ability to handle958

custom labels allows us to tailor the classification959

process to our specific needs, ensuring that the960

emotional intensity of generated text is accurately961

and effectively measured. To evaluate the emo-962

tional intensity of the generated sentences, we in-963

put each sentence produced by our models into the964

facebook/bart-large-mnli classifier. For exam-965

ple, consider the sentence: "I get so scared! My966

heart races, I can’t breathe, and I just want to967

hide." This sentence is directly fed into the model,968

which then classifies it into one of the three pre-969

defined categories: emotionless, neutral, or emo-970

tional.971

To quantify the overall emotional expressiveness972

of our generated text, we utilized the Emotion-973

Query+ dataset. For each model and EV condition,974

we processed all generated sentences through the975

classifier and calculated the proportion of sentences976

classified as emotional. Specifically, the Emotion977

Probability Score (EPS) is defined as the number of978

sentences labeled as emotional divided by the total979

number of sentences evaluated. Mathematically,980

this can be expressed as:981

EPR =
Number of emotional classifications

Total number of sentences
(3)982

To illustrate the classification process, consider 983

the following example sentence generated by our 984

model: 985

“I get so scared! My heart races, I can’t 986

breathe, and I just want to hide.” 987

When input into the bart-large-mnli classifier, 988

this sentence is evaluated against the three custom 989

labels. This classification contributes to the overall 990

EPS, demonstrating how EV conditioning can ef- 991

fectively enhance the emotional expressiveness of 992

the generated text. 993

C.4 Emotion Absolute Score 994

To quantify the overall topic adherence of our gen- 995

erated text, we utilized the EmotionQuery+ dataset. 996

In order to measure the absolute strength of the 997

emotions expressed by each model and EV con- 998

dition, we use GPT-4o-mini to score the absolute 999

emotion of each sentence output. We score all out- 1000

puts from 0-100 based on the six basic emotions 1001

of anger, disgust, fear, joy, sadness, and surprise. 1002

Specifically, we require GPT-4o-mini to score each 1003

sentence from these six emotional directions, and 1004

each emotion can be scored from 0-100 (so that 1005

we can measure the absolute strength of each ba- 1006

sic emotion). The prompt used for scoring is as 1007

follows: 1008

Please generate the emotion 1009

scores for the following five 1010

emotions (anger, disgust, fear, 1011

joy, and sadness) based on the 1012

given sentence. Each emotion 1013

score should be a value between 1014

0 and 100, where 0 represents no 1015

presence of the emotion, and 100 1016

represents the maximum intensity 1017

of that emotion. Return the 1018

results in a JSON format, with 1019

the emotion names as keys and 1020

their corresponding scores as 1021

values. 1022

1023

You must give your response 1024

in the following JSON-string 1025

format and **DON’T** include any 1026

other text in the response.: 1027

{{ 1028

"anger": int(0-100), 1029

"disgust": int(0-100), 1030

"fear": int(0-100), 1031
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"joy": int(0-100),1032

"sadness": int(0-100),1033

"surprise": int(0-100)1034

}}1035

1036

The sentences you need to score1037

come from a set of dialogues, and1038

you need to score the sentiment1039

of the **answer** part.1040

1041

Question: {question}1042

Answer: {answer}1043

1044

Please make sure to provide1045

the emotion scores for the1046

**answer** part only.1047

1048

We collect the results and calculate an EAS score1049

for each sentence generated by all models under all1050

EV conditions as shown in Equation 4, and average1051

the EAS scores of the sentences to obtain the EAS1052

score of each model in each EV condition.1053

EAS =
∑

em∈base ems

(scoreem
100

)2
(4)1054

Mathematically, since we have six basic emo-1055

tions, the EAS score of each sentence will not ex-1056

ceed 6. However, since each score measures the1057

score of the sentence on the corresponding basic1058

emotion (that is, the degree to which the sentence1059

expresses the corresponding emotion), if the EAS1060

of a sentence is greater than 0.5, it means that the1061

sentence has a clear tendency towards a certain1062

emotion. If it is greater than 1, it means that the1063

sentence contains a particularly strong emotion or1064

multiple relatively strong emotions.1065

C.5 Visualization of Emotion Vectors1066
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Figure 4: t-SNE plots of Emotion Vectors from different layers. Points are color-coded according to the emotion
state. The Llama2-7b model contains 32 layers. We present the plots of layers 4, 8, 16, and 31, representing a
progression from the lower to the higher layers.
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Figure 5: Histograms of cosine distance distributions for each emotion. The histograms illustrate the distribution
of cosine distances within the same emotion (within-class) and between different emotions (between-class). Each
vector is formed by concatenating all layer outputs of the model and reduced to 3 dimensions using t-SNE.
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