
Pattern Recognition Letters 148 (2021) 114–120 

Contents lists available at ScienceDirect 

Pattern Recognition Letters 

journal homepage: www.elsevier.com/locate/patrec 

User recognition based on periocular biometrics and touch dynamics 

Andrea Casanova 

a , Lucia Cascone 

b , Aniello Castiglione 

c , Weizhi Meng 

d , ∗, Chiara Pero 

b 

a Department of Mathematics and Computer Science, University of Cagliari, Cagliari, Italy 
b Department of Computer Science, University of Salerno, Fisciano, Italy 
c Department of Science and Technology, University of Naples Parthenope, Naples, Italy 
d Department of Applied Mathematics and Computer Science, Technical University of Denmark, Denmark 

a r t i c l e i n f o 

Article history: 

Received 20 October 2020 

Revised 24 April 2021 

Accepted 4 May 2021 

Available online 20 May 2021 

Keywords: 

Touch dynamics 

Eye movement 

User recognition 

Biometric identification 

Behavioural biometrics 

a b s t r a c t 

Web user behavioural recognition is the process by which web users are identified and distinguished 

through behavioural features. In this work, two sources of behavioural biometric data are analyzed for 

the development of this web user identification model, touch dynamics and the characteristics extracted 

from the periocular area related to the pupils, blinks and fixations. The approach adopted used to improve 

the overall performance of the multimodal biometric recognition system is based on a fusion at the Fea- 

ture level to which different distance measure techniques (Euclidean, Bray-Curtis, Manhattan, Canberra, 

Chebyshev, Cosine) are applied to determine if the test sample belongs to the target subject. To further 

improve the system performance, we have applied multi-data processing methods such as Canonical Cor- 

relation Analysis (CCA) and Principal Component Analysis (PCA). The results obtained demonstrate the 

promise of these two different biometric traits and, above all, of their fusion. In fact, the fusion approach 

allows obtaining an accuracy higher than that of individual biometrics, reaching an accuracy of over 92%. 

© 2021 Elsevier B.V. All rights reserved. 
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. Introduction 

Verification is the process of affirming that a claimed iden- 

ity is correct by comparing the offered claims of identity with 

ne or more previously enrolled templates. A synonym for veri- 

cation is authentication. Identification occurs when a biometric 

ystem attempts to determine the identity of an individual. A bio- 

etric sample is collected and compared to all the templates in a 

atabase. Identification is close-set if the person is assumed to ex- 

st in the database. In this case, the system must determine if the 

erson is in the database. A watchlist task is an example of open- 

et identification whereby the person may not have been enrolled 

n the database. Another common task, namely, negative identifi- 

ation attempts to check that the person has not been enrolled in 

he database before. This task is useful to avoid duplicate identi- 

ies in the same database. Finally, recognition is a generic term that 

ould imply either or both verification and identification. This term 

s generally avoided unless a broad coverage of both biometric ap- 

lications is intended. 

From the first days of their appearance on the Earth, human 

eings have distinguished each other by discriminating on their 
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hysical aspects and personal characteristics. All those information 

i.e., voice, appearance, and so on) is processed by our brain that 

uickly comes to the decision if such subject is someone who is 

nown or not. The methods that allow the automatic processing 

f those characteristics bound to human beings are known as bio- 

etric recognition. Those methods are able to process a single or 

 group of specific characteristics belonging to humans. Such char- 

cteristics are commonly categorized as behavioural and physio- 

ogical biometrics. Behavioural biometrics tell more about the way 

f acting and living of an individual. Handwriting, speech tone, 

eystroke dynamics, gait [2] are some of the most common bio- 

etrics. All those aspects are strongly related to the habits and 

he psychology of an individual and, as a consequence, are subject 

o change over time since each of us tends to slightly modify our 

ehaviour and habits. On the other hand, physiological biometrics, 

uch as mouth, hands, eyes, face and so on are strictly bound to 

he physical aspect of an individual. Physiological traits are more 

teady over time even though some accidents may occur and alter 

hem inadvertently. Typical examples of physiological biometrics 

an be considered how the veins are distributed into the retina’s 

ye, the shape of the ear, the iris [3] , the morphology of a face,

he fingerprint of each finger and so on. Having in mind the above 

entioned considerations, it is quite easy to discern that a system 

hat adopts behavioural biometrics presents more rigid requisites 

omparing to the physiological ones due to the high variability of 

https://doi.org/10.1016/j.patrec.2021.05.006
http://www.ScienceDirect.com
http://www.elsevier.com/locate/patrec
http://crossmark.crossref.org/dialog/?doi=10.1016/j.patrec.2021.05.006&domain=pdf
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ts biometric aspects. In addition, it is well known that behavioural 

iometrics is the oldest and most accepted form of biometric traits 

for example, the signature of a person is commonly and widely 

ecognized as a form of behavioural biometric). 

The yearly report published by the IDC (International Data Cor- 

oration) [18] showed that worldwide a total of 331.7 million 

martphones were shipped in the second quarter of 2019 (2019Q2) 

ven though there was a decline of 16.6% looking at the sec- 

nd quarter of 2020 (2020Q2) in which there were shipped 276.4 

illion smartphones. Apart from such a decrease, it is clear that 

he use of smartphones has surpassed that of PCs and so the re- 

earchers’ attention is focusing on mobile devices [4] . In fact, mod- 

rn smartphones have several sensors that can be used to derive 

ctions performed by the device’s owner and determine useful in- 

ormation such as location, rotation, acceleration, magnetic field, 

nd so on. All those information may also be related somehow to 

he analysis of the behaviour of a user. Furthermore, almost all 

martphones use touchscreens as a medium for interaction with 

he user. To study how people interact with a touchscreen it is 

ossible to analyze touch dynamics . Those dynamics consider sev- 

ral aspects such as the time interval among keystrokes, the pres- 

ure of each touch, the movement of the way a user touches, the 

creen and so on. The last ones are not so easy to replicate and so

an be considered as a distinctive element to identify users. 

It is evident that due to the widespread use of smartphones, it 

s quite easy to access such biometric data. These communication 

evices are now increasingly embedded with different sensors. In 

ddition, using such biometrics will not interfere with the common 

sers’ activities (even though it can be seen as a privacy mining 

ask) since it is completely transparent to the user owning the de- 

ice. In fact, the monitoring of the sensors as well as of the user 

ehaviour when touching the touchscreen takes place in parallel. 

s said, the use of smartphones allows accessing of a large amount 

f behavioural and physiological properties that is an optimal so- 

ution for a system using biometric technologies. Smartphones are 

ouched by users but there exists another way users interact with 

martphones: their eyes. Thus, it might be straightforward to con- 

ider also the eyes as an additional biometric aspect, together with 

he touch dynamics. 

In fact, in biometric systems eye movement is gaining more 

nd more attention from the scientific community and many re- 

earch studies are coming recently on that topic. It’s a common 

eeling that gaze direction and eye contact have an important role 

hen people communicate since they undergo several cognitive 

rocesses. 

The driving idea of this work is to merge together (what is usu- 

lly referred to as “Information Fusion”) the eye movements and 

he touch dynamics to further improve the performance of the 

ecognition systems by developing efficient and effective method- 

logies that use both types of biometrics. This approach also gives 

n additional advantage: it allows to gather data originating from 

arious sources and transform it into a unique representation [10] . 

urthermore, the strategy adopting such kind of fusion integrating 

oth eye movements and touch dynamics results in more accurate 

ecognition of the subjects. 

This paper is arranged as below: in Section 2 we review some 

elated works already published in literature; Section 3 presents 

he dataset used for the experimental analysis; Section 4 intro- 

uces the adopted methodology underlying the entire research; 

ection 5 illustrates the steps related to the experimental proto- 

ols including the data preparation together with implementation 

etails; results and discussions are sketched in Section 6 ; at the 

nd of the paper, Section 7 gives some concluding remarks and fu- 

ure directions. 
115 
. Related work 

.1. Touch dynamics 

There exist plenty of research papers dealing with the study of 

ow people interact with smartphones and, specifically, how each 

ser performs the phase of pressing the screen. This action can be 

easured and evaluated by looking at the velocity of each touch 

n the touchscreen of a device, being it a tablet, a smartphone or 

 laptop (supporting the touchscreen). The way each human being 

nteracts with the touchscreen (and, in turn, with the device) can 

e considered a kind of (digital) signature that is strongly related 

o the human interacting with the system. Such signature can be 

een as a distinctive and peculiar element identifying a specif in- 

ividual. Historically, it was common knowledge that in II World 

ar there were some experts that were able to discern if a mes- 

age was typed by the same operator or not. This was possible 

y just analyzing the rhythms and the pace of how the text was 

ritten by a given person. This is usually considered the first doc- 

mented case of the identification of a human by looking at the 

ay he/she interacts with a keyboard. Clearly, the just presented 

cenario dates back to the last century and with the actual tech- 

ologies, it is easier and easier to perform the same recognition 

hanks to the widespread availability of smartphones. In [36] au- 

hors show how the typing style (the so-called Keystroke Analy- 

is ) can be used as a way of recognizing users. In fact, in such

esearch, the basic idea is to derive biometric characteristics of a 

ser from the rhythm and pace a user press the keys. One of the 

rst studies on this subject, dated back to 1980, was presented 

y Gaines et al. [15] , where authors considered how 6 secretaries 

ere used to type 3 different kinds of texts (with a length ranging 

rom 300 up to 400 words) with the purpose of identifying those 

 persons. 

Recently [13,20,35] presented several studies that were focused 

n the specific way of using a PC keyboard by different users. 

lso in this case the goal of all those researches was to iden- 

ify users. Going on with the years, some researchers [7,12,26] tar- 

eted mobile devices equipped with hardware keyboards to de- 

ive the same information as the studies just mentioned. With 

he advent of smartphones, the researchers were directed to the 

se of touchscreens instead of physical keyboards. It is widely 

greed that using the touch dynamics it is possible to derive a se- 

ies of behavioural events such as multi-touch actions and touch 

ovements (see Fig. 1 ) greater than the ones that are possible 

o derive from keystroke dynamics because the latter only adopts 

uttons as their unique method of input. However, Meng et al. 

28] highlighted that both approaches (i.e., keystroke dynamics and 

ouch) have several common aspects. In literature, there are many 

tudies investigating the use of touch dynamics biometrics as a 

ecognition method. Shen et al. [33] developed an authentication 

odel based on dynamic touch actions, achieving an error rate be- 

ween 1.72% and 9.01%. However, they indicated that the authen- 

ication accuracy can be improved when users perform specific 

asks, such as browsing the web. Similarly, Meng et al. [27] pre- 

ented SocialAuth, which analyzes users’ touch in social network- 

ng applications. In the paper of [6] , the authors introduced DI- 

LERAUTH, a touch-based smartphone user authentication scheme. 

he system verifies users when they insert a 10-digit string. In 

he experimental phase, they adopted a neural network based 

pproach with a True Acceptance Rate of 85.77%. Although sev- 

ral touch behavioural based biometric recognition schemes have 

een proposed, it is still an open challenge to devise a robust 

odel, as a user’s tactile actions are dynamic and therefore hard to 

odel. 
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Fig. 1. Examples of using a touchscreen. 
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.2. Periocular features 

The use of the pupil as a discriminating biometric indicator is 

ather limited, although several studies highlight its potential in 

emographic classification tasks [11] . Cantoni et al. [8] are among 

he first to analyze the pupil size through ML techniques in or- 

er to obtain a classification by gender and age, highlighting inter- 

sting results. Current theory associates pupil dilation more with 

he emotional load aroused in the subject than with the positive 

r negative nature of the stimulus. That is, the emotional involve- 

ent with respect to an external stimulus largely depends on the 

ropensities of the subject, on what an individual considers ex- 

iting or not. Therefore, pupillary variations were also analyzed 

o study participants’ reactions to an experiment with respect to 

mages of products they considered unpleasant, neutral or pleas- 

nt [29] . They analyzed the relationship between pupil diameter 

ariability and the emotional state of participants in two differ- 

nt experiments under various types of workload. Sakamoto et al. 

31] analyzed the relationship between pupil diameter variability 

nd the emotional state of participants in two different experi- 

ents under various types of workload. In both experiments, a sig- 

ificant correlation was recorded between pupil size and emotional 

tate. 

From the existing works in the literature, it seems to be evi- 

ent the existence of a continuum between a very low blink rate, 

elative to those performances that require high visual attention, 

nd the increase in the frequency of blinks just before sleepiness 

nd during boring tasks. Some scholars believe that blinking can 

rovide useful information on central nervous system activation 

nd fatigue levels. When the fatigue in carrying out an activity in- 

reases, performance decreases, resulting in an increase in the fre- 

uency and duration of blinks [25] . Conversely, fewer blinks have 
116 
een associated with those activities that require more attention 

nd concentration, this is because blink inhibition is needed to 

inimize information loss caused by visual perception disruptions, 

o in conditions that require a considerable attentional investment, 

he number of blinks is reduced [30] . Neuro-anatomical evidence 

upports the correlation between factors such as fear, anxiety, and 

lertness and the motor nuclei of the brainstem that control eye 

ovements such as saccades. The time between two saccades is 

enerally called fixation. [32] hypothesized the role of the first 

wo ocular fixations for specific processes of memory recognition, 

.e. familiarity and recollection. The experiments have shown that 

ecollection benefits from the contribution of the second fixation, 

s opposed to familiarity, this is due to greater availability of in- 

uts and for more information on the stimuli collected. In recent 

ears, images of the periocular region have been exploited to rec- 

gnize human identity as well, achieving approximately 80% ac- 

uracy with unconstrained image capture distances [19] . Recent 

tudies demonstrated that the analysis of the pattern of the eye 

ovements can be used to identify people in several application 

cenarios, including the online Web navigation. Those characteris- 

ics are interesting since it can be used also for other identifica- 

ion goals, such as face recognition as in Abate et al. [1] where the

uthors considered 14 periocular features, obtaining a recognition 

ccuracy of a subject slightly lower than 80%. The identification of 

eople can take place not only using the images of the periocular 

rea but also by analyzing the data that can be extracted from an 

ye tracker. In the paper of [21] , the authors decided to use eye 

racker calibration data to identify users. They analyzed the data 

rom three datasets with an accuracy of the identification ranged 

rom 49% to 71%. 

. Data collection and description 

The proposed work requires a dataset containing the above- 

entioned biometric characteristics, i.e., a keystroke dynamics 

enchmark collected using a touch screen phone and eye move- 

ent patterns, including pupils dimension, blink, and fixation 

oints. To the best of our state-of-art knowledge, currently, there 

re no available databases that simultaneously provide these two 

raits of an individual. Therefore, the RHU KeyStroke Dynamics 

enchmark Dataset [14] and the GANT (Gaze ANalysis Technique) 

ataset [9] are combined into a multimodal database. From the fu- 

ion of both datasets, 19 individuals are selected, chosen according 

o age and gender, and for each subject, there are 18 acquisitions. 

o, the human touch dynamics features and the eye movements 

haracteristics constitute the multimodal database adopted in the 

xperimental phase. In the following subsections we present the 

wo datasets adopted in the experimental phase. 

.1. RHU KeyStroke dynamics benchmark 

The RHU Keystroke benchmark includes four “key event” fea- 

ures, namely Press-to-Press ( P P ), Press-to-Release ( P R ), Release-to- 

ress ( RP ) and Release-to-Release ( RR ) that store, respectively, the 

vent time between: two key pressures, a key pressure and a key 

elease, a key release and a key pressure and, finally, two key re- 

eases. In particular, it is possible to consider a sequence of typing 

vents N = ( t 1 , t 2 . . . t n ), with t i = [ t i 
p , t i 

a ] where t i 
p represents the

ress time and t i 
a is defined as the release event. Based on these 

ssumptions, it is possible to define these features as follows: 

• t i 
pp = t i 

p - t i −1 
p as P P time 

• t i 
ap = t i 

p - t i −1 
a as P R time 

• t i 
pa = t i 

a - t i −1 
p as RP time 

• aa a a 

i i i −1 
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Fig. 2. Illustration of keystroke dynamics features in RHU Keystroke benchmark: 

Press-to-Press ( P P ), Press-to-Release ( PR ), Release-to-Press ( RP) and Release-to- 

Release ( RR ). 

Fig. 3. Some examples of images shown to participants during the data acquisition 

process in the GANT dataset. The first two columns show images of women and 

men, respectively. Above are images of strangers while below are images of famous 

people. Finally, the third column shows images of the two landscapes. 
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Fig. 2 illustrates the measurements that characterize a user’s 

yping pattern in Rhu dataset. During the acquisition process, all 

articipants typed the password: “rhu.university” 15 times spread 

n 3 different sessions temporal. 

.2. GANT dataset 

In GANT dataset, information was collected through the Tobii 

750 eye tracker ( 1280 × 1024 screen resolution, 50 Hz sampling 

ate), adopting 16 human face images and 2 landscape images 

s experimental stimuli. The figures were interleaved with blank 

hite screens with a cross at the center and showed randomly. 

he acquisition sessions were 2 and were held in 2012 and 2013. 

he order in which all images were shown is random. Fig. 3 illus- 

rates some samples shown during the data acquisition process in 

ANT. 

. Fusion approach and multi-data processing methods 

A uni-modal biometric system, i.e., one that exploits a single 

iometric feature, may experience several problems and show sev- 

ral limitations due to lack of data, poor quality of the collected 

nformation or, as in the case of soft biometric features, low dis- 

riminatory power. To overcome these problems, the choice of a 
117 
ulti-biometric system, i.e., a system that combines several bio- 

etric features, can help improve performance and consolidate the 

nformation obtained. Fusion can occur by considering different 

ources and at different levels. One of the most used and intuitive 

trategies is certainly the one concerning the fusion at the level 

f the features. Feature-level Fusion (FF) is the process of com- 

ining several feature vectors that are extracted separately from 

ach biometric trait to make a single one. It is believed that this 

usion strategy is more discriminative and can achieve better per- 

ormance than others (e.g., decision-level fusion) because the new 

ector has richer information than the single original input ones. 

n their work, Bokade and Kanphade [5] proposed a multi-modal 

ystem based on a FF approach for biometric authentication by an- 

lyzing three biometric traits such as face, palm print and ear. The 

erformance improvement is evident. Several methods have been 

roposed in the literature for the fusion of features [38] . The two 

ost famous fusion strategies are: 

• Serial feature fusion is certainly one of the most common and 

intuitive strategies. The idea is in fact to simply concatenate the 

sets of feature vectors into one vector. So, if for example, there 

are two vectors of dimensions p, q as input, then, after the fu- 

sion, there will be a vector of dimension equal to (p + q ) . 
• Parallel feature fusion, a method based on a complex vector. For 

example, if there are two input vectors of features, x and y , they 

are combined into a complex vector z = x + iy where i is the

imaginary unit. 

After feature extraction, the feature selection and fusion process 

ften relies on Principal Component Analysis (PCA). This is a fa- 

ous strategy adopted for reducing the dimensionality of the fea- 

ure space. In recent years there has been a growing interest in 

eatures fusion based also on Canonical Correlation Analysis (CCA) 

17] . CCA-based methods have become popular as there have been 

everal improvements in the performance of fusion systems. 

.1. Canonical correlation analysis 

In statistics, Canonical Correlation Analysis (CCA) is one of 

he most widely used multi-data processing methods. The idea 

ehind this method is to study the mutual linear relationships 

etween two sets of variables. Suppose two vectors of vari- 

bles from two different modalities X = (X 1 , X 2 , . . . , X n ) and Y =
Y 1 , Y 2 , . . . , Y m 

) with mean vectors μx and μy and covariance ma- 

rices �x and �y , respectively. The purpose is to maximize the cor- 

elation between these two vectors. Let � be the overall covariance 

atrix, this contains all the information on relationships between 

airs of characteristics: 

= 

(
�x �xy 

�yx �y 

)
(1) 

here �xy = E[(X − μx )(Y − μy ) 
T ] is the covariance between X

nd Y and �yx = �T 
xy . E(·) is the expectation operator, T is the 

ranspose operation. Define new variables X ∗ = W 

T 
x X and Y ∗ = 

 

T 
y Y via linear combinations of X and Y , the purpose is to max- 

mize the pair-wise correlations across the two sets: 

or r (X 

∗, Y ∗) = 

cov (X 

∗, Y ∗) 
v ar(X 

∗) · v ar(Y ∗) 
= 

W 

T 
x �xy W y √ 

W 

T 
x �x W x ·

√ 

W 

T 
y �y W y 

(2) 

X ∗ and Y ∗ are the so-called canonical variates. The contribution 

f the correlation coefficient is maximized using Lagrange multipli- 

rs maximizing the covariance between X ∗ and Y ∗ and respecting 

he unit variance constraints v ar(X ∗) = v ar(Y ∗) = 1 . Therefore, af-

er a series of transformations what remains to be solved are the 
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ollowing two characteristic equations: 

�−1 
x �xy �−1 

y �yx ˆ W x = R 

2 ˆ W x 

�−1 
y �yx �−1 

x �xy ˆ W y = R 

2 ˆ W y 

(3) 

here ˆ W x and 

ˆ W y are the eigenvectors and R 2 is the diagonal ma- 

rix of eigenvalues. The two matrices have a number of non-zero 

igenvalues equal to d = rank (�xy ) ≤ min (m, n ) . So, the matrices

 x e W y are composed of the ordered eigenvectors corresponding 

o the non-zero eigenvalues. The Feature-level fusion is performed 

n X ∗ and Y ∗. As we have already said, there are two Feature-level

usion rules for these vectors, concatenation or summation [37] . 

he canonical variates are fused into a new vector in this way, re- 

pectively: 

 1 = [ X 

∗, Y ∗] = [ W 

T 
x X, W 

T 
y Y ] (4)

r 

 2 = X 

∗ + Y ∗ = W 

T 
x X + W 

T 
y Y (5) 

here Z 1 and Z 2 are known as Canonical Correlation Discriminant 

eatures. 

.2. Principal component Analysis 

Feature-level fusion has an important role when multiple fea- 

ures are used in the process of user authentication. However, in 

any real-world applications, the number of samples is usually 

ess than the number of features. The covariance matrices �x and 

y in fact in this way are singular and not invertible. A solution to 

vercome the intrinsic dimensionality of fused features is to con- 

ider a Principal Component Analysis (PCA) strategy. PCA is a lin- 

ar transformation for all those applications where it is necessary 

o analyze a huge amount of data. It is used in a way to highlight

imilarities and differences between data without too much infor- 

ation loss. Let X ∈ R N a vector of N dimensions. Once the covari- 

nce matrix �x of X has been calculated, the algorithm factorizes 

t as follows: 

x = B �B 

T (6) 

here � = (λ1 , λ2 , . . . , λN ) is the diagonal matrix of eigenvalues 

f �x with diagonal elements in decreasing order (λ1 ≥ λ2 ≥ . . . ≥
N ) while B = (b 1 , b 2 , . . . , b N ) is the eigenvectors matrix. Hence, a

ertain subset k < N, of eigenvectors is selected as basis vectors 

nd the data X are projected onto this new basis: 

 = P T X (7) 

here P = (b 1 , b 2 , . . . , b k ) . The new Y vector captures the most rel-

vant features of the original data. The essence of PCA is that it is 

ossible to reduce the size of the data and preserve as much vari- 

nce as possible. 

. Experimental protocols 

The architecture of the proposed multimodal biometric system 

s shown in Fig. 4 . The input of each module is represented by

he data belonging to the corresponding dataset. Then, the Feature- 

evel fusion techniques were applied. Subsequently, 70% of the re- 

ulting dataset was used to extract the identification pattern for 

ach user and the remaining samples made up the test set, ensur- 

ng that at least one acquisition per subject was included. Finally, 

o evaluate the dissimilarity or similarity score between the test 

amples and the training samples of the 19 subjects, several dis- 

ance measure techniques were calculated. 
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.1. Data preparation 

In this work as mentioned in Section 3 , the contributions of two 

atasets have been fused, one in which the biometric characteris- 

ics of touch are extracted and one in which the data of the perioc- 

lar area are extracted. To organize and analyze a large amount of 

ata as efficiently as possible, various statistical indices have been 

xtracted such as the mean, quantiles, minimum, maximum, stan- 

ard deviation. The goal is to express and synthesize the position 

f a frequency distribution by means of a real value representative 

f the phenomenon as a whole, summarizing the aspects consid- 

red most important. Therefore, for the RHU KeyStroke Dynamics 

enchmark data set for each acquisition, the “key event” character- 

stics have been summarized through these indices. For the GANT 

ataset instead, in order to have greater consistency, also with the 

ther dataset, and considering that the information extracted from 

 single acquisition could be not sufficiently representative of the 

nalyzed phenom, only those subjects for which there were 3 ac- 

uisition sessions were selected. As in fact, it has been clarified 

lso in Section 2 , for example also the memory could affect these 

alues. Then, for each image observed (18, in total) from the sub- 

ects, the information related to pupil size, frequency and duration 

f blink and fixation was first extracted and then the indexes were 

sed to synthesize them with respect to the 3 acquisitions. Sub- 

equently, coherently to the gender and to the registry component 

ere associated the various subjects between the two datasets and, 

t each acquisition of the touch were made to correspond the in- 

ormation related to an image in a random way. 

.2. Detector implementation 

To solve our authentication problem, we ask ourselves how to 

nd the similarity between the models of the same subject and 

ighlight the distance between those of different subjects? The no- 

ion of distance is the most important basis for classification. The 

ight choice of distance measurement is one of the most decisive 

teps for determining the correct classification of subjects. The cor- 

ectness of the classification is mainly influenced by two factors. 

he first is the extraction of an adequate set of characteristics from 

he data set, the second is the creation of a discriminating identifi- 

ation pattern for every subject. As mentioned in Section 3 , for the 

9 subjects under examination there are 18 acquisitions. Once 30% 

f the samples have been selected, and ensured that at least one 

cquisition per subject has been extracted, these samples make up 

hat we call the test set. The remaining acquisitions are then used 

o obtain the identification pattern for each subject. Two different 

trategies are applied. Once the acquisitions are selected, both the 

ean and the median are calculated for each subject, obtaining 

wo datasets, X 1 and X 2 , respectively. 

To match, the distance between the subject extracted from the 

est set and the 19 identification patterns in the created data set 

 i (i = 1 , 2) , is calculated. The identifier of the vector to which the

hortest distance from the analyzed one is associated is the one se- 

ected as searched and this distance is assigned as a score. In this 

ork, 6 different detectors were implemented to measure the sim- 

larity between a subject’s modeled behaviour and a new sample. 

herefore, taking an element from the test set u = (u 1 , . . . , u n ) and

ne from the set containing the reference patterns v = (v 1 , . . . , v n ) ,
here n is the number of features considered, the following dis- 

ances were calculated: 

• Euclidean: the Euclidean distance is the most commonly used 

distance in all applications. It is the most obvious way of rep- 

resenting the distance between two points. The Euclidean dis- 

tance between two points is then equal to the length of the 
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Fig. 4. Architecture of the proposed multimodal biometric system. 

Table 1 

Performance of feature-level fusion (FF) strategies with parameters (in bold the best result). 

Method GANT RHU GANT + RHU CCA + GANT + RHU PCA + GANT + RHU 

mean 79,59% 59,18% 89,90% 91,84% 88,76% 

median 77,55% 62,24% 92,85 % 89,90% 90,82% 

Table 2 

Performance of feature-level fusion (FF) strategies in multimodal system 

with parameters and metrics. 

Dataset + Method Metrics Accuracy 

GANT + RHU ( median ) Manhattan 92,85% 

GANT + RHU ( median ) Bray-Curtis 90,81% 

CCA + GANT + RHU ( concatenation, mean ) Bray-Curtis 91,84% 

CCA + GANT + RHU ( sum, mean ) Cosine 91,84% 

PCA + GANT + RHU ( median ) Euclidean 90,82% 
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segment joining them [16] : 

distance = ( 
n ∑ 

i =1 

(u i − v i ) 2 ) 1 / 2 . (8) 

• Bray-Curtis: the Bray Curtis dissimilarity is used to quantify the 

differences in species populations between pairs of samples. It 

is mainly used in ecology, biology and medicine [34] . It is al- 

ways a number between 0 and 1. If 0, the two sites share all

the same species; if 1, they don share any species: 

distance = 

∑ n 
i =1 | u i − v i | ∑ n 
i =0 | u i + v i | . (9) 

• Manhattan: the Manhattan distance is also known as city block 

distance. It is preferred over the Euclidean distance metric 

when the data size increases. It calculates the distance it would 

take to get from one data point to another if you followed a 

grid path [24] : 

distance = 

n ∑ 

i =1 

| u i − v i | . (10) 

• Canberra: the Canberra distance is very sensitive for values 

close to 0, where it is more sensitive to proportional than abso- 

lute differences [22] . This is most evident in the higher dimen- 

sional space, respectively an increasing number of variables. In 

turn, it is less affected by high-value variables than the Man- 

hattan distance. Being a very sensitive measure, it is applicable 

to identify deviations from normal patterns: 

distance = 

n ∑ | u i − v i | 
| u | + | v | . (11) 
i =1 
i i e

119 
• Chebyshev: the Chebyshev distance is also called maximum 

value distance or chessboard distance. The distance between 

two vectors is the largest of their differences along dimension 

coordinates [16] : 

distance = max 
i 

| u i − v i | . (12) 

• Cosine: the Cosine similarity is generally used as a metric to 

measure distance when the magnitude of vectors is not impor- 

tant. Its geometric meaning is rather intuitive as it is the angle 

between two vectors. It is one of the most used measures to 

represent the relationship between two sets [23] : 

distance = 

∑ n 
i =1 u i · v i √ ∑ n 

i =1 u 

2 
i 

·
√ ∑ n 

i =1 v 2 i 

. (13) 

. Results and discussions 

In order to analyze the performance of the proposed multi- 

odal biometric recognition system, several experiments were per- 

ormed and compared with each other. The results were evaluated 

n terms of Recognition Accuracy (%), i.e the ratio between the 

rue positives and the true negatives for the total subjects adopted 

n the experimental phase. So, aimed at exploring the suitable 

eature-level fusion techniques, different methodologies were per- 

ormed on touch dynamics and eye movements databases respec- 

ively, also considering their fusion and their combination with the 

id of techniques such as CCA and PCA (mentioned in Section 4 ). 

e also applied two different strategies, mean and median. For 

ach method and dataset analyzed in the experimental phase, the 

able 1 shows the best recognition rates. The Table 2 illustrates 

ome detectors, used to measure the similarity between a subject’s 

ehaviour and a new sample, which produced the best pattern 

ecognition accuracy. By comparing the results, the multi-biometric 

ystem using Manhattan distance with median provided the best 

ecognition accuracy, equal to 92,85%, than that using other fusion 

trategies. As we can see, great results were also obtained with the 

ollowing measurements: BrayCurtis, Cosine and, finally, Euclidean. 

. Conclusions and future directions 

In this work, we presented an approach for integrating features 

xtracted from the periocular area together with human touch 
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ehaviour to improve the overall performance of a multimodal 

iometric recognition system. Feature-level fusion (FF) approaches 

nd different distance measure techniques were applied on eye 

nd touch biometric traits, in order to determine if the test sample 

elongs to the target subject. The comparison was also extended 

ith the analysis and application of CCA and PCA methods. The ob- 

ained results demonstrate the promise of these two different bio- 

etric traits and, consequently, of their fusion. Our method is con- 

ucive to pattern recognition and increases the accuracy of identi- 

cation. In the future, we will further investigate new methodolo- 

ies to improve recognition scores and evaluate the overall perfor- 

ance of our system. 
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