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Abstract

We show that deep neural networks (DNNs) can efficiently learn any composition
of functions with bounded F;-norm, which allows DNNs to break the curse of
dimensionality in ways that shallow networks cannot. More specifically, we
derive a generalization bound that combines a covering number argument for
compositionality, and the F-norm (or the related Barron norm) for large width
adaptivity. We show that the global minimizer of the regularized loss of DNNs can
fit for example the composition of two functions f* = h o g from a small number
of observations, assuming g is smooth/regular and reduces the dimensionality (e.g.
g could be the modulo map of the symmetries of f*), so that h can be learned in
spite of its low regularity. The measures of regularity we consider is the Sobolev
norm with different levels of differentiability, which is well adapted to the F}; norm.
We compute scaling laws empirically and observe phase transitions depending on
whether g or h is harder to learn, as predicted by our theory.

1 Introduction

One of the fundamental features of DNNs is their ability to generalize even when the number of
neurons (and of parameters) is so large that the network could fit almost any function [46]]. Actually
DNNSs have been observed to generalize best when the number of neurons is infinite [8, 21} [20].
The now quite generally accepted explanation to this phenomenon is that DNNs have an implicit
bias coming from the training dynamic where properties of the training algorithm lead to networks
that generalize well. This implicit bias is quite well understood in shallow networks [11} [36], in
linear networks [24}130], or in the NTK regime [28]], but it remains ill-understood in the general deep
nonlinear case.

In both shallow networks and linear networks, one observes a bias towards small parameter norm
(either implicit [12]] or explicit in the presence of weight decay [42]). Thanks to tools such as the
Fi-norm []], or the related Barron norm [44]], or more generally the representation cost [[14]], it is
possible to describe the family of functions that can be represented by shallow networks or linear
networks with a finite parameter norm. This was then leveraged to prove uniform generalization
bounds (based on Rademacher complexity) over these sets [3]], which depend only on the parameter
norm, but not on the number of neurons or parameters.

Similar bounds have been proposed for DNNs [[7, 16} 139, 133} [25] 40], relying on different types of
norms on the parameters of the network. But it seems pretty clear that we have not yet identified
the ‘right’ complexity measure for deep networks, as there remains many issues: these bounds are
typically orders of magnitude too large [29, 23], and they tend to explode as the depth L grows [40].

Two families of bounds are particularly relevant to our analysis: bounds based on covering numbers
which rely on the fact that one can obtain a covering of the composition of two function classes from

Submitted to 38th Conference on Neural Information Processing Systems (NeurIPS 2024). Do not distribute.



36
37

38
39
40
41
42
43

44
45
46

47

48
49
50

51
52
53
54

55

56
57

58
59
60
61
62
63

64
65
66

67

68
69
70

71
72
73
74
75
76

77
78

79
80

covering of the individual classes [[7, 125]], and path-norm bounds which extend the techniques behind
the F;j-norm bound from shallow networks to the deep case [132, 16} 23]].

Another issue is the lack of approximation results to accompany these generalization bounds: many
different complexity measures R(6) on the parameters 6§ of DNNs have been proposed along with
guarantees that the generalization gap will be small as long as R(6) is bounded, but there are often
little to no result describing families of functions that can be approximated with a bounded R(6)
norm. The situation is much clearer in shallow networks, where we know that certain Sobolev spaces
can be approximated with bounded F}-norm [3].

We will focus on approximating composition of Sobolev functions, and obtaining close to optimal
rates. This is quite similar to the family of tasks considered [39], though the complexity measure we
consider is quite different, and does not require sparsity of the parameters.

1.1 Contribution

We consider Accordion Networks (AccNets), which are the composition of multiple shallow
networks fr.; = fr o--- o f1, we prove a uniform generalization bound £(fr.1) — Ln(fr.1) S
R(f1,.--,fr) lo\gﬁ for a complex1ty measure

R(fi,...,fL) = H ZHfZHFl Ve + de—q

=1 =

that depends on the Fj-norms || f¢|| . and Lipschitz constanst Lip(f,) of the subnetworks, and the
intermediate dimensions dy, . . . , dy,. This use of the F;-norms makes this bound independent of the
widths wy, ..., wy, of the subnetworks, though it does depend on the depth L (it typically grows
linearly in L which is still better than the exponential growth often observed).

Any traditional DNN can be mapped to an AccNet (and vice versa), by spliting the middle weight
matrices W, with SVD US V7T into two matrices U \/E and \/§ V7T to obtain an AccNet with
dimensions d, = RankW/, so that the bound can be applied to traditional DNNs with bounded rank.

We then show an approximation result: any composition of Sobolev functions f* = f;. o---o ff
can be approximated with a network with either a bounded complexity R(6) or a slowly growing one.
Thus under certain assumptions one can show that DNNs can learn general compositions of Sobolev
functions. This ability can be interpreted as DNNs being able to learn symmetries, allowing them to
avoid the curse of dimensionality in settings where kernel methods or even shallow networks suffer
heavily from it.

Empirically, we observe a good match between the scaling laws of learning and our theory, as well as
qualitative features such as transitions between regimes depending on whether it is harder to learn the
symmetries of a task, or to learn the task given its symmetries.

2 Accordion Neural Networks and ResNets

Our analysis is most natural for a slight variation on the traditional fully-connected neural networks
(FCNNSs), which we call Accordion Networks, which we define here. Nevertheless, all of our results
can easily be adapted to FCNNSs.

Accordion Networks (AccNets) are simply the composition of L shallow networks, that is f7.; =
fr o -0 f1 where fi(z) = Wyo(Vez + by) for the nonlinearity o : R — R, the dy x w, matrix
Wy , wp X dp_1 matrix V;, and w,-dim. vector by, and for the widths wy, ..., wy, and dimensions
do, . .., dr. We will focus on the ReLU o (z) = max{0, =} for the nonlinearity. The parameters 6 are
made up of the concatenation of all (W, V¢, be). More generally, we denote fo,.., = fz, 0+ 0 fg,
forany 1 < ¢; </ < L.

We will typically be interested in settings where the widths wy is large (or even infinitely large), while
the dimensions dy remain finite or much smaller in comparison, hence the name accordion.

If we add residual connections, i.e. f1.7 = (fr + id) o --- o (fi + id) for the same shallow nets
fi,..., fL we recover the typical ResNets.
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Remark. The only difference between AccNets and FCNNGs is that each weight matrix M, of the
FCNN is replaced by a product of two matrices My = V;W,_1 in the middle of the network (such a
structure has already been proposed [34]). Given an AccNet one can recover an equivalent FCNN by
choosing My = V,W;_1, My = Vi and My 1 = Wp. In the other direction there could be multiple
ways to split M, into the product of two matrices, but we will focus on taking V; = U+/S and
Wi—1 = v/SVT for the SVD decomposition M, = USV™, along with the choice d; = RankM,.

2.1 Learning Setup

We consider a traditional learning setup, where we want to find a function f : Q C R%in — Rdout
that minimizes the population loss L(f) = E,.. [¢(z, f(2))] for an input distribution 7 and a
p-Lipschitz and p-bounded loss function ¢(x, y) € [0, B]. Given a training set x1,...,zN of size N
we approximate the population loss by the empirical loss £y (f) = ~ ZZ 1 Ui, f(z;)) that can be
minimized.

To ensure that the empirical loss remains representative of the population loss, we will prove high

probability bounds on the generalization gap £y (f) — £(f) uniformly over certain functions families
ferF.

For regression tasks, we assume the existence of a true function f* and try to minimize the distance
Uz, y) = | f*(z) — y||” for p > 1. If we assume that f*(x) and y are uniformly bounded then one
can easily show that ¢(z, y) is bounded and Lipschitz. We are particularly interested in the cases
p € {1, 2}, with p = 2 representing the classical MSE, and p = 1 representing a L; distance. The
p = 2 case is amenable to ‘fast rates’ which take advantage of the fact that the loss increases very
slowly around the optimal solution f*, We do not prove such fast rates (even though it might be
possible) so we focus on the p = 1 case.

For classification tasks on £ classes, we assume the existence of a ‘true class’ function f* :  —
{1,...,k} and want to learn a function f : 2 — R* such that the largest entry of f(z) is the f*(k)-th
entry. One can consider the hinge cost £(x,y) = max{0,1 — (Y« () — MaxX;f«(z) ¥:)}» Which is
zero whenever the margin y ¢« () — maxX; s« () ¥ is larger than 1 and otherwise equals 1 minus the
margin. The hinge loss is Lipschitz and bounded if we assume bounded outputs y = f(z). The
cross-entropy loss also fits our setup.

3 Generalization Bound for DNNs

The reason we focus on accordion networks is that there exists generalization bounds for shallow
networks [5 44]], that are (to our knowledge) widely considered to be tight, which is in contrast to the
deep case, where many bounds exist but no clear optimal bound has been identified. Our strategy
is to extend the results for shallow nets to the composition of multiple shallow nets, i.e. AccNets.
Roughly speaking, we will show that the complexity of an AccNet fy is bounded by the sum of the
complexities of the shallow nets f1, ..., fr it is made of.

We will therefore first review (and slightly adapt) the existing generalization bounds for shallow
networks in terms of their so-called I -norm [J5]], and then prove a generalization bound for deep
AccNets.

3.1 Shallow Networks

The complexity of a shallow net f(x) = Wo(Vz + b), with weights W € RwXdout and

V € R%»X% can be bounded in terms of the quantity C' = >\ W, \/||V 12+ 2.
First note that the rescaled function & L f can be written as a convex combination rol Li(z) =

w o Wl VIV 1P +b3 W o
i— W.io(Vi.x + b;) for W, Vi = —Y  andb; = ——2—,
2=t c (Vi i) VIV ?+0? bi (Vi | +b2

= Wl
. . Wi Iz Vi [P +b2 o .
since the coefficients % are positive and sum up to 1. Thus f belongs to C' times the
convex hull

By, = Conv {1 wo(v"z + ) : Juw]* = [lo]* + 0% = 1}.
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We call this the F-ball since it can be thought of as the unit ball w.r.t. the Fy-norm || f|| , which we
define as the smallest positive scalar s such thalﬂ % f € Bp,. For more details in the single output
case, see [J5].

The generalization gap over any F-ball can be uniformly bounded with high probability:

Theorem 1. For any input distribution  supported on the Lo ball B(0,b) with radius b, we have
with probability 1 — 0, over the training samples x1, ...,z N, that for all f € Bp, (0,R) = R - Bp,

~ log N 2log 2/s
- < pb din dou T
L(f) = Ln(f) < pbR\/ din + dout ~ e i

This theorem is a slight variation of the one found in [3)]: we simply generalize it to multiple outputs,
and also prove it using a covering number argument instead of a direct computation of the Rademacher
complexity, which will be key to obtaining a generalization bound for the deep case. But due to this
change of strategy we pay a log N cost here and in our later results. We know that the log N term
can be removed in Theorem [I] by switching to a Rademacher argument, but we do not know whether
it can be removed in deep nets.

Notice how this bound does not depend on the width w, because the F}-norm (and the F-ball)
themselves do not depend on the width. This matches with empirical evidence that shows that
increasing the width does not hurt generalization [8| 21} 20].

To use Theorem [I]effectively we need to be able to guarantee that the learned function will have a
small enough F-norm. The F;-norm is hard to compute exactly, but it is bounded by the parameter
norm: if f(x) = Wo(Va +b), then || /||, <1 (|\W||§ VA + Hb||2), and this bound is tight

if the width w is large enough and the parameters are chosen optimally. Adding weight decay/L,-
regularization to the cost then leads to bias towards learning with small F norm.

3.2 Deep Networks

Since an AccNet is simply the composition of multiple shallow nets, the functions represented by an
AccNet is included in the set of composition of Fy balls. More precisely, if ||W||* + || Ve||> +be||* <
2Ry then fr.1 belongs to the set {gr, o---0¢g1:g¢ € Br, (0, Ry)} for some Ry, which is width
agnostic.

As already noticed in [[7], the covering number number is well-behaved under composition, this
allows us to bound the complexity of AccNets in terms of the individual shallow nets it is made up of:

Theorem 2. Consider an accordion net of depth L and widths dy,, . . . , do, with corresponding set of
functions F = {fr.1: || fellp, < Re, Lip(fe) < pe}. With probability 1 — & over the sampling of the
training set X from the distribution 7 supported in B(0,b), we have for all f € F

~ = Ry log N 2log2/s
L(f)—Ln(f) < Cpbpra Z Vde+do— Wi (1+0(1)) + coy/ —

— Pt

Theorem 2| can be extended to ResNets (ff, +id) o - -+ o (f1 + id) by simply replacing the Lipschitz
constant Lip( fy) by Lip(fe + id).

The Lipschitz constants Lip(fe) are difficult to compute exactly, so it is easiest to simply bound it
by the product of the operator norms Lip(fe) < [|[Wel|,,, [[Vl|,,,» but this bound can often be quite
loose. The fact that our bound depends on the Lipschitz constants rather than the operator norms

[Wellop » [IVell,, s thus a significant advantage.

This bound can be applied to a FCNNs with weight matrices My, ..., M1, by replacing the middle

M, with SVD decomposition U SV in the middle by two matrices W,_1 = v/ SV and V, = U+/S,
so that the dimensions can be chosen as the rank d; = RankMp . The Frobenius norm of the new

matrices equal the nuclear norm of the original one ||W,_; H% = ||V¢||?D = || M¢||,. Some bounds

'This construction can be used for any convex set B that is symmetric around zero (B = —B) to define a
norm whose unit ball is B. This correspondence between symmetric convex sets and norms is well known.



166
167
168
169

170
171
172
173
174
175
176
177
178
179
180
181

182

183
184

186

187
188

189
190
191

vg=‘8,vh=1 ) ) vg=|9,v,,=9 ) ) ) WESAD )

10°4 10° 103 _ Model
Sss —== AccNets
> -~ Sso
£10? i TS 10% 4 107 L
s 1 TTTTme~al__ 0 Tsa | mee T,
= P s e T~ e
§101]  model S~ w04 T N 100 s
--- DNN T S8y
100 ACC 1004 100 Ry
10°4
1072_
;| —— DNN 1014 ® 10-4 1
9 AccNets .
107'4 — Shallow 105
—— Kernel
10? 10° 10 10? 10° 104 10? 10° 10 10
N N N

Figure 1: Visualization of scaling laws. We observe that deep networks (either AccNets or DNNs)
achieve better scaling laws than kernel methods or shallow networks on certain compositional tasks,
in agreement with our theory. We also see that our new generalization bounds approximately recover
the right saling laws (even though they are orders of magnitude too large overall). We consider
a compositional true function f* = h o g where g maps from dimension 15 to 3 while h maps
from 3 to 20, and we denote v, v, for the number of times g, h are differentiable. In the first plot
vy = 8, v, = 1so that g is easy to learn while / is hard, whereas in the second plot vy = 9, v, = 9,
so both g and h are relatively easier. The third plot presents the decay in test error and generalization
bounds for networks evaluated using the real-world dataset, WESAD [37].

assuming rank sparsity of the weight matrices also appear in [41]]. And several recent results have
shown that weight-decay leads to a low-rank bias on the weight matrices of the network [27} 26, |[19]]
and replacing the Frobenius norm regularization with a nuclear norm regularization (according to the
above mentioned equivalence) will only increase this low-rank bias.

We compute in Figure[T]the upper bound of Theorem 2] for both AccNets and DNNs, and even though
we observe a very large gap (roughly of order 10%), we do observe that it captures rate/scaling of the
test error (the log-log slope) well. So this generalization bound could be well adapted to predicting
rates, which is what we will do in the next section.

Remark. Note that if one wants to compute this upper bound in practical setting, it is important to
train with Lo regularization until the parameter norm also converges (this often happens after the
train and test loss have converged). The intuition is that at initialization, the weights are initialized
randomly, and they contribute a lot to the parameter norm, and thus lead to a larger generalization
bound. During training with weight decay, these random initial weights slowly vanish, thus leading
to a smaller parameter norm and better generalization bound. It might be possible to improve our
generalization bounds to take into account the randomness at initialization to obtain better bounds
throughout training, but we leave this to future work.

4 Breaking the Curse of Dimensionality with Compositionality

In this section we study a large family of functions spaces, obtained by taking compositions of
Sobolev balls. We focus on this family of tasks because they are well adapted to the complexity
measure we have identified, and because kernel methods and even shallow networks do suffer from
the curse of dimensionality on such tasks, whereas deep networks avoid it (e.g. Figure[T).

More precisely, we will show that these sets of functions can be approximated by a AccNets with
bounded (or in some cases slowly growing) complexity measure

L L
R(f1,....fr) =[] Lin(fo) %\/@ +do_s.
=1 =1

This will then allow us show that AccNets can (assuming global convergence) avoid the curse of
dimensionality, even in settings that should suffer from the curse of dimensionality, when the input
dimension is large and the function is not very smooth (only a few times differentiable).
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Figure 2: A comparison of empirical and theoretical error rates. The first plot illustrates the log
decay rate of the test error with respect to the dataset size N based on our empirical simulations.
The second plot depicts the theoretical decay rate of the test error as discussed in Section 4.1,
— min{ %, ;Ti’ d:«Z p }. The final plot on the right displays the difference between the two. The lower

left region represents the area where ¢ is easier to learn than h, the upper right where h is easier to
learn than g, and the lower right region where both f and g are easy.
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192 4.1 Composition of Sobolev Balls

193 The family of Sobolev norms capture some notion of regularity of a function, as it measures the size
194

of its derivatives. The Sobolev norm of a function f : R%» — R is defined in terms of its derivatives
195 0% f for some d;,,-multi-index «, namely the W**?(r)-Sobolev norm with integer v and p > 1 is
196 defined as

1 Bvaimy = D 105 FIT, ay
la|<v
197

Note that the derivative 05 f only needs to be defined in the ‘weak’ sense, which means that even
198

non-differentiable functions such as the ReLU functions can actually have finite Sobolev norm.

The Sobolev balls Byv.s(x) (0, R) = {f : || fllyv.n(r) < R} are a family of function spaces with a
200 range of regularity (the larger v/, the more regular). This regularity makes these spaces of functions
20

learnable purely from the fact that they enforce the function f to vary slowly as the input changes.
202 Indeed we can prove the following generalization bound:

199

= o

203

Proposition 3. Given a distribution  with support the Lo ball with radius b, we have that with
204

probability 1 — 6 for all functions f € F = {f : | fllyyv2 < R, || flloo < R}

E(f)_EN(f)SZPClREu/d(N)ﬁ-CO\/@.

205 where E.(N) = N~2 ifr > 3, Ex(N)

=N-zlogN ifr =1, and E,(N) = N~"ifr < &.
206
207

208

But this result also illustrates the curse of dimensionality: the differentiability v needs to scale with
the input dimension d;,, to obtain a reasonable rate. If instead v is constant and d;,, grows, then the

number of datapoints IV needed to guarantee a generalization gap of at most € scales exponentially in
din
209 v

d;in,1.e. N ~ €~ v . One way to interpret this issue is that regularity becomes less and less useful the
210 larger the dimension: knowing that similar inputs have similar outputs is useless in high dimension
211 where the closest training point x; to a test point x is typically very far away.

212 4.1.1 Breaking the Curse of Dimensionality with Compositionality
213 To break the curse of dimensionality, we need to assume some additional structure on the data or task
214 which introduces an ‘intrinsic dimension’ that can be much lower than the input dimension d;, :

215 Manifold hypothesis: If the input distribution lies on a d.,, s-dimensional manifold, the error rates
216 typically depends on d,, f instead of d,, [38|[10].
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Figure 3: Comparing error rates for shallow and AccNets: shallow nets vs. AccNets, and kernel
methods vs. AccNets. The left two graphs shows the empirical decay rate of test error with respect to
dataset size (N) for both shallow nets and kernel methods. In contrast to our earlier empirical findings
for AccNets, both shallow nets and kernel methods exhibit a slower decay rate in test error. The right
two graphs present the differences in log decay rates between shallow nets and AccNets, as well as
between kernel methods and AccNets. AccNets almost always obtain better rates, with a particularly
large advantage at the bottom and middle-left.

Known Symmetries: If f*(g - ) = f*(«) for a group action - w.r.t. a group G, then f* can be
written as the composition of a modulo map g* : R4~ — R%" /¢ which maps pairs of inputs which
are equivalent up to symmetries to the same value (pairs z, y s.t. y = g - = for some g € (), and then
a second function h* : R*" /G — Rut_ then the complexity of the task will depend on the dimension
of the modulo space R*" /¢ which can be much lower. If the symmetry is known, then one can for
example fix g* and only learn 2* (though other techniques exist, such as designing kernels or features
that respect the same symmetries) [31]].

Symmetry Learning: However if the symmetry is not known then both ¢* and h* have to be learned,
and this is where we require feature learning and/or compositionality. Shallow networks are able
to learn translation symmetries, since they can learn so-called low-index functions which satisfy
f*(z) = f*(Pz) for some projection P (with a statistical complexity that depends on the dimension
of the space one projects into, not the full dimension [5,2]]). Low-index functions correspond exactly
to the set of functions that are invariant under translation along the kernel ker P. To learn general
symmetries, one needs to learn both A* and the modulo map ¢g* simultaneously, hence the importance
of feature learning.

For g* to be learnable efficiently, it needs to be regular enough to not suffer from the curse of
dimensionality, but many traditional symmetries actually have smooth modulo maps, for example
the modulo map g*(z) = ||z||® for rotation invariance. This can be understood as a special case of
composition of Sobolev functions, whose generalization gap can be bounded:

Theorem 4. Consider the function set F = Fp o --- o Fy where Fy =

{fo :R¥= 5 R¥® st || follyvee < Re, |1 fell < bes Lip(fe) < pe}, and let vyyiy, = ming vy for
rg = =, then with probability 1 — § we have for all f € F

de—1’

I Tmin+1

i L 2log2/s

L(f) = Ln(f) < pCo Z (Ceproor1Re) 7min®? Erpin(N) + o \/?’
=1

where Cy depends only on dy_1,dg, Vg, by_1.

We see that only the smallest ratio r,,;, matters when it comes to the rate of learning. And actually
the above result could be slightly improved to show that the sum over all layers could be replaced by
a sum over only the layers where the ratio r, leads to the worst rate E,.,(N) = E,.,, (N) (and the
other layers contribute an asymptotically subdominant amount).

Tmin

Coming back to the symmetry learning example, we see that the hardness of learning a function of
the type f* = h o g with inner dimension d,,;4 and regularities v, and vy, the error rate will be (up
_min{l Y9 _*h . . . . .

to log terms) N min{s @ Tt This suggests the existence of three regimes depending on which
term attains the minimum: a regime where both g and h are easy to learn and we have N —3 learning,
aregime g is hard, and a regime where h is hard. The last two regimes differentiate between tasks
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where learning the symmetry is hard and those where learning the function knowing its symmetries is
hard.

In contrast, without taking advantage of the compositional structure, we expect f* to be only
min{v,, v, } times differentiable, so trying to learn it as a single Sobolev function would lead to an

. 1 min{vg,vp } . 1 Yg vp
min{z, dip } =N mln{?’dm’dm}

error rate of N which is no better than the compositional
rate, and is strictly worse whenever v}, < v4 and d”i }; < % (we can always assume d,,;q < d;,, since
one could always choose d = id).

Furthermore, since multiple compositions are possible, one can imagine a hierarchy of symmetries
that slowly reduce the dimensionality with less and less regular modulo maps. For example one could
imagine a composition f7, o - - - o f; with dimensions dy = dy2~* and regularities v, = dy2~* so that
the ratios remain constant r, = d;iggizil = %, leading to an almost parametric rate of N -3 log N
even though the function may only be dy2~ times differentiable. Without compositionality, the rate
would only be N2 ",

Remark. In the case of a single Sobolev function, one can show that the rate £, ,(N) is in some
sense optimal, by giving an information theoretic lower bound with matching rate. A naive argument
suggests that the rate of Frin(r,,....rp} (V) should similarly be optimal: assume that the minimum
r¢ is attained at a layer ¢, then one can consider the subset of functions such that the image
fe—1.1(B(0, 7)) contains a ball B(z,r’) C R%-1 and that the function f.,,; is 3-non-contracting
lfre+1(x) = fr.e+1(¥)]l = B ||z — y||, then learning f7..; should be as hard as learning f, over the
ball B(z, ') (more rigorously this could be argued from the fact that any e-covering of f7.; can be
mapped to an </g-covering of f;), thus forcing a rate of at least E,.,(N) = Eringr, .. (N).

STLY

An analysis of minimax rates in a similar setting has been done in [22].

4.2 Breaking the Curse of Dimensionality with AccNets

Now that we know that composition of Sobolev functions can be easily learnable, even in settings
where the curse of dimensionality should make it hard to learn them, we need to find a model that can
achieve those rates. Though many models are possible E], we focus on DNN:gs, in particular AccNets.
Assuming convergence to a global minimum of the loss of sufficiently wide AccNets with two types
of regularization, one can guarantee close to optimal rates:

Theorem 5. Given a true function f., = ff. o---o f{ going through the dimensions d, ..., d} .,
along with a continuous input distribution o supported in B(0, by), such that the distributions m;

of f; (x) (for x ~ my) are continuous too and supported inside B(0,b;) C R%. Further assume
that there are differentiabilities v, and radii Ry such that || f; ||W%2(B(O bey) < B and py such that

Lip(f}) < pe. For an infinite width AccNet with L > L* and dimensions dy > di,...,d}._,, we

have for the ratios 7y = ¥
fe = T43

« At a global minimizer fr.1 of the regularized loss fi,...,fL L:N(fL;l) +
; S £ A —min{1,7,...,7 =
A H£:1 Lip(fe) Z@L:l !iél(‘;l) v/ de—1 + dg, we have L(fr.1) = O(N {5, 71,07L }).

* At a global minimizer 1., of the regularized loss f1,. .., fr, = L (fr.1)+A HeL:1 1fell s
we have L(szl) = O(N—%+z§; max{0,7 _%})'

There are a number of limitations to this result. First we assume that one is able to recover the global
minimizer of the regularized loss, which should be hard in generaﬂ (we already know from [3]] that
this is NP-hard for shallow networks and a simple F}-regularization). Note that it is sufficient to
recover a network fr.; whose regularized loss is within a constant of the global minimum, which

2One could argue that it would be more natural to consider compositions of kernel method models, for
example a composition of random feature models. But this would lead to a very similar model: this would
be equivalent to a AccNet where only the W, weights are learned, while the V7, by weights remain constant.
Another family of models that should have similar properties is Deep Gaussian Processes [15].

*Note that the unregularized loss can be optimized polynomially, e.g. in the NTK regime [28| 3} [16], but this
is an easier task than findinig the global minimum of the regularized loss where one needs to both fit the data,
and do it with an minimal regularization term.
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might be easier to guarantee, but should still be hard in general. The typical method of training with
GD on the regularized loss is a greedy approach, which might fail in general but could recover almost
optimal parameters under the right conditions (some results suggest that training relies on first order
correlations to guide the network in the right direction (2, [1, 35]]).

We propose two regularizations because they offer a tradeoff:

First regularization: The first regularization term leads to almost optimal rates, up to the change
from r, = ﬂ tory = d* +3 which is negligible for large dimensions d, and differentiabilities . The
first problem is that it requires an infinite width at the moment, because we were not able to prove
that a function with bounded Fj-norm and Lipschitz constant can be approximated by a sufficiently
wide shallow networks with the same (or close) F;-norm and Lipschitz constant (we know from [3]]
that it is possible without preserving the Lipschitzness). We are quite hopeful that this condition
might be removed in future work.

The second and more significant problem is that the Lipschitz constants Lip(f,) are difficult to
optimize over. For finite width networks it is in theory possible to take the max over all linear regions,
but the complexity might be unreasonable. It might be more reasonable to leverage an implicit bias
instead, such as a large learning rate, because a large Lipschitz constant implies that the nework is
sensible to small changes in its parameters, so GD with a large learning rate should only converge to
minima with a small Lipschitz constant (such a bias is described in [26]). It might also be possible to
replace the Lipschitz constant in our generalization bounds, possibly along the lines of [43]].

Second regularization: The second regularization term actually does not require an infinite width,
only a sufficiently large one. Also its regularization term is equivalent to TT(|[We|® + |Vel|* + [|be]|®)
which is much closer to the traditional Ly-regularization (and actually one could prove the same
or very similar rates for Lo-regularization). The issue is that it lead to rates that could be far from
optimal depending on the ratios 7: it recovers the same rate as the first regularization term if no
more than one ratio 7 is smaller than 5, but if many of these ratios are above 1 5. it can be arbitrarily
smaller.

In Figure[2] we compare the empirical rates (by domg al hnear fit on a log-log plot of test error as a
function of ) and the predicted optimal rates min{ 1 2 T d”h } and observe a pretty good match.
Though surprisingly, it appears the the empirical rates tend 0 be slightly better than the theoretical

ones.

Remark. As can be seen in the proof of Theoremd} when the depth L is strictly larger than the true
depth L*, one needs to add identity layers, leading to a so-called Bottleneck structure, which was
proven to be optimal and observed empirically in [27} 26, 45]]. These identity layers add a term

% to the first regularization, and an exponential

that scales linearly in the additional depth

prefactor (2d,,, )L~ % " to the second. It might be possible to remove these factors by leveraging the
bottleneck structure, or simply by switching to ResNets.

5 Conclusion

We have given a generalization bound for Accordion Networks and as an extension Fully-Connected
networks. It depends on F-norms and Lipschitz constants of its shallow subnetworks. This allows us
to prove under certain assumptions that AccNets can learn general compositions of Sobolev functions
efficiently, making them able to break the curse of dimensionality in certain settings, such as in the
presence of unknown symmetries.
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The Appendix is structured as follows:

In Section[A] we describe the experimental setup and provide a few additional experiments.
In Section [B] we prove Theorems [T]and 2| from the main.
In Section[C| we prove Proposition [3]and Theorem 4]

e =

In Section [D] we prove Theorem [5] and other approximation results concerning Sobolev
functions.

5. In Section[E] we prove a few technical results on the covering number.

A Experimental Setup/|

In this section, we review our numerical experiments and their setup both on synthetic and real-world
datasets in order to address theoretical results more clearly and intuitively.

A.1 Dataset
A.1.1 Emperical Dataset

The Matérn kernel is considered a generalization of the radial basis function (RBF) kernel. It
controls the differentiability, or smoothness, of the kernel through the parameter v. As v — oo, the
Matérn kernel converges to the RBF kernel, and as v — 0, it converges to the Laplacian kernel, a
O-differentiable kernel. In this study, we utilized the Matérn kernel to generate Gaussian Process (GP)
samples based on the composition of two Matérn kernels, K, and K3, with varying differentiability
in the range [0.5,10]x[0.5,10]. The input dimension (d;,,) of the kernel, the bottleneck mid-dimension
(dmiq), and the output dimension (d,,;) are 15, 3, and 20, respectively.

This outlines the general procedure of our sampling method for synthetic data:

. Sample the training dataset X € RD*din

. From X, compute the D x D kernel K, with given v,

RDXd

. From K, sample Z ¢ mid with columns sampled from the Gaussian N (0, K,).

. From Z, compute K, with given v,

whn A W N =

. From K}, sample the test dataset Y € RP*dout with columns sampled from the Gaussian

N(0, Kp).

We utilized four AMD Opteron 6136 processors (2.4 GHz, 32 cores) and 128 GB of RAM to generate
our synthetic dataset. The maximum possible dataset size for 128 GB of RAM is approximately
52,500; however, we opted for a synthetic dataset size of 22,000 due to the computational expense
associated with sampling the Matérn kernel. This decision was made considering the time complexity
of O(n3)and the space complexity of O(n?) involved. Out of the 22,000 dataset points, 20,000 were
allocated for training data, and 2,000 were used for the test dataset

A.1.2 Real-world dataset: WESAD

In our study, we utilized the Wearable Stress and Affect Detection (WESAD) dataset to train our
AccNets for binary classification. The WESAD dataset, which is publicly accessible, provides
multimodal physiological and motion data collected from 15 subjects using devices worn on the wrist
and chest. For the purpose of our experiment, we specifically employed the Empatica E4 wrist device
to distinguish between non-stress (baseline) and stress conditions, simplifying the classification task
to these two categories.

After preprocessing, the dataset comprised a total of 136,482 instances. We implemented a train-test
split ratio of approximately 75:25, resulting in 100,000 instances for the training set and 36,482
instances for the test set. The overall hyperparameters and architecture of the AccNets model applied
to the WESAD dataset were largely consistent with those used for our synthetic data. The primary
differences were the use of 100 epochs for each iteration of Ni from Ns, and a learning rate set to
le-5.

“The code used for experiments are publicly available here
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Figure 4: A comparison: singular values of the weight matrices for DNN and AccNets models.
The first two plots represent cases where N = 10000 while the right two plots correspond to NV =
200.The number of outliers at the top of each plot signifies the rank of each network. The plots with
N = 10000 datasets demonstrate a clearer capture of the true rank compared to those with N = 200
indicating that a higher dataset count provides more accurate rank determination

A.2 Model setups

To investigate the scaling law of test error for our synthetic data, we trained models using V;
datapoints from our training data, where N = [100, 200, 500, 1000, 2000, 5000, 10000, 20000]. The
models employed for this analysis included the kernel method, shallow networks, fully connected
deep neural networks (FC DNN), and AccNets. For FC DNN and AccNets, we configured the
network depth to 12 layers, with the layer widths set as [d;,,, 500, 500, ..., 500, dyy,¢] for DNNs, and
[d;n, 900, 100, 900, ..., 100, 900, dy,;] for AccNets.

To ensure a comparable number of neurons, the width for the shallow networks was set to 50,000,
resulting in dimensions of [d;,, 50000, dyy4]-

We utilized ReLLU as the activation function and L!-norm as the cost function, with the Adam
optimizer. The total number of batch was set to 5, and the training process was conducted over 3600
epochs, divided into three phases. The detailed optimizer parameters are as follows:

1. For the first 1200 epochs: learning rate (Ir) = 1.5 % 0.001, weight decay = 0

2. For the second 1200 epochs: Ir = 0.4 = 0.001, weight decay = 0.002
3. For the final 1200 epochs: {r = 0.1 * 0.001, weight decay = 0.005

We conducted experiments utilizing 12 NVIDIA V100 GPUs (each with 32GB of memory) over a
period of 6.3 days to train the synthetic dataset. In contrast, training the WESAD dataset required
only one hour on a single V100 GPU.

A.3 Additional experiments
B AccNet Generalization Bounds

The proof of generalization for shallow networks (Theorem[T)) is the special case L = 1 of the proof
of Theorem 2] so we only prove the second:

Theorem 6. Consider an accordion net of depth L and widths dy,, . . . , do, with corresponding set
of functions F = {fr.1 : || fellp, < Re,Lip(fe) < pe} with input space Q = B(0,r). For any
p-Lipschitz loss function £(x, f(x)) with [£(x, y)| < co, we know that with probability 1 — 6 over the
sampling of the training set X from the distribution w, we have for all f € F

L
~ Ry log N 2log2/s
L(f)—Ln(f) < Cprar E T; Ve + dé/_lic:/g»” (I+0(1)) +co o]\g[ / ,

=1

Proof. The strategy is: (1) prove a covering number bound on F (2) use it to obtain a Rademacher
complexity bound, (3) use the Rademacher complexity to bound the generalization error.
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(1) We define f; = V00 0 Wy sothat fo = fr.1 = fr o---o f1. First notice that we can write each
fe¢ as convex combination of its neurons:

we we
x) = Z ’U&Z‘G'(wzia?) =Ry Z Cg’i@g)io(ﬂ}zji.’);‘)
i=1

i=1

_ i ¢
for wy ; = ﬁ Vg = m, Ry =73 i lveill lwe,| and c¢; = 1% llveill [|we,q |-
Let us now consider a sequence €, = 2% fork =0,..., K and define ’Dy? (k) to be the €;-covers

0 . .
of vy ;, Wy ;, furthermore we may choose vé ) wé Z) = 0 since every unit Vector is withina eg = 1

distance of the origin. We will now show that on can approximate fy by approximating each of the f
by functions of the form

K, My ¢
3 1 5(8) (k)T ~(k—1) _, ~(k—1)T
fe(w) = Ry 1; My, ¢ ’mZ:l ¢ z"‘r),lg(wz i @) = Yei Ek,)ng(wb i, @)

0

for indices i, ,, , wy choosen adequately. Notice that the number of functions of this type

k ()T ~(k—1) -(k—1
i) )(k) i )(k) ot (k)),w( (k)) ) where these vectors belong
iy i) i) )

to the €- resp. €,_1-coverings of the d;,,- resp. dout dlmensmnal unit sphere. Thus the number of
such functions is bounded by

equals the number of M}, ¢ quadruples (9

Ky

N _ A _ M
H(Nz(gdm Ler)Na(SPout =1 e )No (Sn =t ep 1 ) No(Stour en-1)) "
k=1

and we have this choice forall £ =1, ..., L. We will show that with sufficiently large Mj, ¢ this set
of functions e-covers F which then implies that

L K,
log No(Fe) <2 ZZ kot logj\/g( =1 1) + log N (S%in “er-1)) -

(=1 k=1

(k)

We will use the probabilistic method to find the right indices ¢, to approximate a function fe=

Ry ngiﬁg,ia(ﬂ)zix) with a function f;. We take all zé )” to be i.i.d. equal to the index i =

1,---,wy with probability ¢y ;, so that in expectation
K, wy
Efe@) = ReY_ Y ces (o1} 0@ o) - o Vo(af )
k=11i=1

=Ry Z ce, 11} ﬁ)é]f)Tx).

We will show that this expectation is O(e, )-close to f; and that the variance of f[ goes to zero as

2
the M, s grow, allowing us to bound the expected error E H fr1— fra H < €2 which then implies

that there must be at least one choice of indices iy?n such that H fra1— f 1 H <e
’ T

15



547 Let us first bound the distance

| fe(2) — Efe(w)|| = Re

f cei (veao(f ) — 30 o (@l o) H
< Ry Zcz i (H (’Ug i— ~§§)> O'(’J}gll‘)H + Hﬁéi{) (a(u’)g:ix) — 0(12}@5”33)) H)

< B 3 (-0 e - ]
=1

[l + o6
We

< 2R, Z Cri€K, |||
=1

= QRgEK[ ||$|| .

sas  Then we bound the trace of the covariance of f; which equals the expected square distance between
s49  fy and its expectation:

2o s

K, o Mg,
R k )T (k=1) _, ~(k=1)T k BT k—1 k—1)T
- Z é Z E ;z)(k) U(wé’i)w x) — vé (k))g(wéﬂ_gk)) r)—E 2 )(k) J(wé )(k) x) — Ué, 2]\))g(w;’iy@)) x)
M

L Re () T a) — 5 VgV 2
I R

ol R} — (k) _ { ~(k)T ~(k—1) (k=1)T
3w L CHE R C ]|

2R} ||z||” B || (k) (k1) #) (k=1 (k=1)
SOk o L e e U e i |
k=1 k55
K, 2 2
ARG ||| 2
< —— (€ + €1—
; A, (T o)
Z%RZ |Jf||
- My ¢
ss0  Putting both together, we obtain
36R£ |x|\

B[ fule) - )| < 4R, ) +Z
= 4R? ||z|? (em +92 Mﬂ)

551 We will now use this bound, together with the Lipschitzness of f; to bound the error
~ 2 _ 2
E Hszl(x) - szl(x)H . We will do this by induction on the distances E Hfg;l(x) - fg;l(:c)H .

553 We start by

E[ i)~ A < 4R o)? (eK, + 92 . )
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ss4  And for the induction step, we condition on the layers f;_1.1

~ 2 ~ 2 T

E||fea(e) - Fea )] = [B || ) = eat@)] ecra
~ ~ 2 ] - ~ - 2

=E Hfm(x) —-E [fé:1($)|fe—1:1] H +EE [Hfm(l") -E [fé:1($)|fz—1:1] H |fe—1:1}

=B fea@) ~ s @) +EE

[Feate) = seiisaton|[ 1fe-sa]
et et o (-5 ).

555  INOW since

E Hfﬁ—l:l(x)Hz < | fe—ra(@)|)? +E er—l;l(x) - fé—l:l(ﬂﬁ)H2
< ph A el + B | i @) — a0

556 we obtain that

E | foat@) ~ feao)|| < ( i + AR} (% +9Z M;)) E||feraa) — fera @)

Ky 62
+4R2p2 o2 |lzlP [ €% +9 L
2Pe—1 - p1 |l K, ;Mk,z

57 We define p7 = p? [1 + 41;—25 (em Loy Nj )} and obtain
£

L K, 2
2 €
E HfL:l( — fral( H Z Pt RIpE 1 12| (630, + 92 M]l:g> :
=1 k=1 "k

sss Thus for any distribution 7 over the ball B(0, r), there is a choice of indices zgkr)n such that

e L Ke 2
HfL:l - fL:lH7T < 4Zﬁ2L;e+1REP§—1:1T2 €, T 92 Mll: .
=1 k=1""F

559 We now simply need to choose K, and Mj, , adequately. To reach an error of 2¢, we choose

L
1 Ry Ry
Ky = |—loge+ = log |4p2 ,r? dp +dp_q | ———
{ 2 L ;:21 pe per/de + do—1

L . 2 1 per/detde—1 2.
se0 where pr.1 = [[,_; pe- Notice that that €7, <
=1 K 4pq7? (Ze’ 1 1;7\/ dortdyr_ 1) Re

se1 Given sg = > oo, VE27F a2 1.3473 < oo, we define

Rg, R, 27F1
ng— 36,0 rls dor + dpr— .
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562

563

564

566

So that for all £

2

f E
72 €K +9 > =
Pi ( ‘ MM P31 (25, B Jdy+ di- 1)

Now this also implies that

pe < prexp | 2

and thus

Pre+1 < prut1exp | 2

R
J\/de +de—1 )

€

de+dp—q E 1\/>2 k!

+
pE.a7? (Ze' Y, de +dg— 1) 50

*\/deerz—l )

<2

pLar? (Ze/ 1 peVde+ de- 1)

€.

Ry
eV e+ dey 5

Ze' +1 pz\/dé‘*‘dt’ 1

P77 (Zw 10 \/W)

€

9 2

Putting it all together, we obtain that

Hle_le

Now since log N5 (S%~ 1, €)

My,e < 36p7.17%s0 (Z

we have

log N>(F, V2 exp (;
PLa

<

L

2
<2€xp< 5 2) €
pLar

=22 + O(e*).
= dylog (£ +1) and

2r2> 9

=1

L K,

(=1 k=1

pLar? (Zz' 1 e Vet de- 1)

Z Lo REpi_1ar ( +9 MH>

L K,
2 R?

< 2) 2 2Ny 2

S exp (0%317“26 )PL.lT ; pf ( €K, 1

V)

2
7"

i)

1
< QZZMk( ngrd/ 1)10g(7+1)

L K,
0=1k=1
< T250p% 477 (Z
=1

L
2> (de + dz71)
=1

< 72s2p% o7 (Z

=1

18

k=1

Ry

)

€k—1

Vi ) )

€] < pL.+1€xp (pgé

2)_

Ry
\dy + dy 1)2 /g +dp

< 2ZZMM (log N2 (S, ex—1) + log No(S™ 71 er_1))

Z

)1




ses The diameter of}' is smaller than pr.. 1r soforall § > pr.ar, logNo(F,8) =0. Forall § < pr.ar
569 we choose € = f so that v/2 exp ( ) € < 4 and therefore

Ry
log No(F, 8) < 144s2eps . v (Z Vdy + dp— 1) 52+ ol 572).
=1
570 (2) Our goal now is to use chaining / Dudley’s theorem to bound the Rademacher complexity
571 R(F(X)) evaluated on a set X of size NV (e.g. Lemma 27.4 in [Understanding Machine Learning])
572 of our set:

573 Lemma7. Letc = maxfe}-\/% £ (XD,

R(F(X)) <c2™™ fZQ F\Jlog N (F,c2-F).

574 To apply it to our setting, first note that for all z € B(0,r), ||fr.1(x)|| < prar so that ¢ =
575 MaXjfcF ﬁ IIf(X)|| < pr.1r, we then have

R(F(X)) <c2™™ + 22 *12s0v/epL. 17’2 \/de/+d[/ 128 (1 4 0(1))

E’l

72
—c2_M+TMsUpr 17"2 \/d@/ +dy_1(1+o0

é’l

s76 Taking M = [— log, (%50\/525:1 ff,' Vde + de/_lﬂ,we obtain

R(F(X) < —~Msov/eprar z

VN =1
Ry
7M30\[PL1TZ \/dz/-i-def 1{ log, (\/»80\[2 = \dy + dpr— 1>—‘
=1 v=1

log N
<0PL17‘Z \/dg/+d1u ) g (14 o(1)).

E’l

577 (3) For any p-Lipschitz loss function ¢(x, f(z)) with |¢(z, y)| < ¢o, we know that with probability
578 1 — & over the sampling of the training set X from the distribution 7, we have for all f € F

N 2
E.or [ﬁ(gg7 f(CC))] — %Zf(l‘“ f(.IfL)) < 2Ex/ [R(é o .F(X’))] =+ CO\/QICEVT/J
<2Cppar Z

lo 2log2/s
\/d@/{-df/ 1 g ))+C() ]%7/ .
=1

579 O

ss0 C  Composition of Sobolev Balls

sst  Proposition 8 (Propositionfrom the main.). Given a distribution w with support in B(0,r), we
82 have that with probability 1 — 6 for all functions f € F = {f : || fllyve < R, || fll < R}

2log2/s
N
sss where E.(N) = N"% ifr > 1 E.(N)=N~2logN ifr = %, and E,(N) = N~" ifr < i.

L(f) = Ln(f) <2C1RE.;,(N) +co

19



584
585

586

587
588

589

590

591

593
594

595

596
597

598

599

601

Proof. (1) We know from Theorem 5.2 of [9] that the Sobolev ball Byy..2(0, R) over any d-
dimensional hypercube (2 satisfies

NP

log Na(Byy vz (0, R), 7, €) < Co (R> ’

€

for a constant ¢ and any measure 7 supported in the hypercube.

(2) By Dudley’s theorem we can bound the Rademacher complexity of our function class B(X)
evaluated on any training set X:

6R o R \*
RB(X)) < R2™™M 4 —N 27 C< )
(B(X)) < W}; 0| o=
6R Moo
=R2M 4 ——\/Cp 2k,
VAR

If 2v = d, we take M = % log N and obtain the bound

R logN
\/ logN<C
v v v

If 2v > d, we take M = oo and obtain the bound

6R 2351 1
220 ) <o R—.
VNV <1 —22‘i1> = PYN

If 2v < d, we take M = % log N and obtain the bound

, Mz -1 —q .
ROM 6R C02771 <2d <C,RN14.
2v

VN -1

Putting it all together, we obtain that R(B(X)) < C1E./,(N).

(3) For any p-Lipschitz loss function ¢(z, f(x)) with |¢(z, y)| < cg, we know that with probability
1 — ¢ over the sampling of the training set X from the distribution 7, we have for all f € F

N
Eonn Uz, f(2))] - ;,;f(xi,f(xi)) < 2By [R(£ o F(X'))] + co 210]52/5

2log /s

< 201 V/d( ) + Co N

O

Proposition 9. Let F1, ..., Fr, be set of functions mapping through the sets g, ...,y then if all
Sfunctions in Fy are pg-Lipschitz, we have

L

logNQ(]:LO~~O]'_1,Z/)L;g+1€z Z OgNQ fg,&g
(=1 /=1

~

Proof. For any distribution 7 on ) there is a €;-covering ]:'1 of F; with ’]:'1‘ < Ns(Fy, €1) then
for any fl € ]:'1 we choose a ez-covering .7:'2 w.r.t. the measure 71 which is the measure of f;(z) if

x ~ mg of Fo with ’]32’ < N3(Fs, €), and so on until we obtain coverings for all £. Then the set

F= {fLO"‘Of11f1 eF,.... fr €-7}L}iSaZZL:lpL;zHeg-coveringof}':]-'Lo'uo}‘l,
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602
603

604

605
606

608

609
610

o

611
612

6

w

614

615

6
6

6
7

618

619

620
621

indeed for any f = fr.; we choose fl € ]:'17 .. .,fL € F,, that cover fi,---, fr, then szl covers

fL:l:

L
HfL:l = fra]| < Z HfLe o fe—11 — frues1 o fea
T —
L
Z HfLe — frusio fo
_ Te—1
L
< Z/)L:eﬂﬂz,
=1
and log cardinality of the set F is bounded "7, log Na(F¢, €¢). O
Theorem 10. Let F = Fr, o -+ o F where Fu =
{fe: R —> R s.L. ||fz||WW 2 < Rg, | fellow < be, Lip(fe) < pe}, and let v* = mingr,

o we havefor al f e F

forry =

*41

2log 2/s
ET*(N)-FCO\/%/,

Proof. (1) We know from Theorem 5.2 of [9] that the Sobolev ball Byyv,.2(0, Ry) over any dg-
dimensional hypercube €2 satisfies

L T
L(f) = Ln(f) < pCo (Z Cepru+1Re)” +1>
=1

where Cy depends only on dy_1,dy, vp,by_1.

Ry
10gN2(BWu2(0 Rg) Ty— 1,6@) (Cg()
for a constant CYy that depends on the size of hypercube and the dimension d, and the regularity v,
and any measure my_; supported in the hypercube.

Thus Proposition 9] tells us that the composition of the Sobolev balls satisfies

L L R, L
log./\/z(]:LO~~~O]:1,Z,DL;g+1€g) < <Cg> .
=1

(=1 =

Ry
€

1
Given r* = mingry, we can bound it by Ee 1 (Cg )T and by then choosing ¢, =

—1 rFI1
L1 (PLies1CeRe) T i i
Lie+1\PLil+1 —— €, we obtain that

Se(prLug1CeRy) T H1

L r 41
IOgN2(]:LO---O]:1, <Z pLZJrlCERé v +1> 6_7%‘.

(=1

(2,3) It the follows by a similar argument as in points (2, 3) of the proof of Proposition [§]that there is

a constant Cy such that with probability 1 — ¢ for all f € F
2log 2/s
E(N) + cm/%

L T
L(f) - (Z prLe+1CeRe)™ “)
=1

41

D Generalization at the Regularized Global Minimum

In this section, we first give the proof of Theorem [5|and then present detailed proofs of lemmas used
in the proof. The lemmas are largely inspired by [S] and may be of independent interest.
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623
624
625

626

627
628

629
630

631

632

633
634

635
636

637

638
639

640

641

642

643

644
645
646
647
648

650

651

652

653

654

D.1 Theorem[3in Section

Theorem 11 (Theorem [5]in the main). Given a true function f;.., = ff.o---o fi going through the
dimensions djy, . . ., d} ., along with a continuous input distribution 7y supported in B(0,by), such
that the distributions m of f} () (for x ~ m) are continuous too and supported inside B(0,b;) C

RY. Further assume that there are differentiabilities vy and radii Ry such that || f; lwve(Bop)) <

Ry, and py such that Lip(f;) < ps. For a infinite width AccNet with L > L* and constant width
d>dj,...,d}._q, we have for the ratios 7y = 745
4

» At a global minimizer fL:l of the regularized loss f1, ..., fL — EN(fL:l)JW\R(fh )
we have L(fr.1) = O(N~ min{%,fl,...,FL*}).

« At a global minimizer fr.1 of the regularized loss f1,. .., fr, = Lx(fr.1)+ X H4L:1 1fell v
we have L(fALtl) = O(Nfé+25; max{O,ﬁf%}).

Proof. If f* = f{. o---o ff with L* < L, intermediate dimensions djj, ..., d}., along with a
continuous input distribution 7y supported in B(0, b), such that the distributions 7, of f} () (for
x ~ Tp) are continuous too and supported inside B(0,b;) C R% . Further assume that there are
differentiabilities v and radii R, such that | f; HWHE,Q( BObe)) = Ry.
We first focus on the L = L* case and then extend to the L > L* case.

Each f; can be approximated by another function fg with bounded F-norm and Lipschitz constant.
Actually if 2v; > dj_, + 3 one can choose f; = f; since || f;|| . < C¢Ry by Lemma and by
assumption Lip(fy) < pg. If 2v5 < di_, + 3, then by Lemma 13| we know that there is a f; with

~ — 5+l ~
Hfz‘ < CoRee, ¢ and Lip(fs) < CoLip(f}) < Cype and error

Py

Therefore the composition f~L;1 satisfies

< cyp€g.
L2(B(0,be))

fék—fz‘

<alr -7

La(me—1)

i1 = fua

La(me—1 Lo ()

L
: <> HfL:€+1 o fp1 — freo fzfimH
=1

Lip(fr.eo1)ceer

M=

~
Il
—

M=

< PLe+1C L 041C0€0.

~
I
-

For any L > L*, dimensions d; > dj and widths w, > N, we can build an AccNet that fits eactly

fr.1, by simply adding zero weights along the additional dimensions and widths, and by adding
identity layers if L > L*, since it is possible to represent the identity on R? with a shallow network
with 2d neurons and F-norm 2d (by having two neurons e;o (e -) and —e;o(—e? -) for each basis
e;). Since the cost in parameter norm of representing the identity scales with the dimension, it is
best to add those identity layers at the minimal dimension min{dg, ..., d}.}. We therefore end up
with a AccNet with L — L* identity layers (with F; norm 2min{dy, ...,d}.}) and L* layers that
approximate each of the f; with a bounded F;-norm function f,.

Since f}., has zero population loss, the population loss of the AccNet fr.1 is bounded by
p ZLI prL0+1CL.04+1ce€¢. By McDiarmid’s inequality, we know that with probability 1 — § over the

sampling of the training set, the training loss is bounded by p ZeLzl pL0+1C L 041 Coe + B/ 210#52/5.

(1) The global minimizer f 1= f [, 0--0 fl of the regularized loss (with the first regularization
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655 term) is therefore bounded by

2log 2/s
prL:E+1CL;£+1C£Eg + B %
=1
L . .
CeRy i >di_, +3
+\V2d Cepe 1 2L — L) min{d, ... d5}| .
l]:[ Z C epe | CpRye, Tt uf <dj | +3 ( ) min{dg 7}

es6 Taking ¢, = F; . (N)and A = N~z log N, this is upper bounded by

L L*
[21og2/s
[PZPL 0+1CL.0v100 + CNT H Cepe Z — + 2 L-L* )mm{do, ceey z* }‘| Efmm(N)JrB %/

=1 {=1 {=1

657 which implies that at the globla minimizer of the regularized loss, the (unregularized) train loss is of

es8 order B (N) and the complexity measure R(f1, ..., f1) is of order = ~ E#, (IN) which implies
659 that the test error will be of order

. L .
L(f) < lQprLg+1CL er1ce +20V2 r]'[cwsz (L — L*Ymin{d},...,d;.}| B, (N)
—1 =1 = Pt
2log 2/s
+ (2B + ¢) ]\gf/ .

e60 (2) Let us now consider adding the closer to traditional Lo-regularization £ (fr.1) = L(fr.1) +

661 A H/@L:1 (| fell 7, - \We see that the global minimizer fr.a of the Lo-regularized loss is upper bounded
662

L* C'R U >ds ,+3
{ 227 £ ="e-1 (2min{dg, ..., L*})(L F.

L 2log 2/s
prL:Z+1CL:£+1C£6£+B T+>\ a 1

CoRee, ™ 2up <di +3
—1 elvee, vp <@yt

663 Which for ¢, = E . (N)and A = N~ is upper bounded by

L

p Z prL4+1Crev1ceEyr,,,, (N)+B
=1

2log?/s 1
N2
N +

.
11 cewmzmn(m] (2min{d, .., d. )EE,
(=1

664 Which implies that both the train error is of order N~z H/{L:1 V'NE;, . (N) and the product of the
665 Fy-norms is of order [[._, VNE;,,,, (N).

es6 INow note that the product of the F-norms bounds the complexity measure up to a constant since
se7  Lip(f) <|fllF,

L L

L
R(fr.. . fo) = r ][ Liv Z Vs < L T,

/=1 {= (=1

668 And since at the global minimum the product of the F}-norms is of order Hf;l VNE;, . (N)the

e6o test error will of order (HﬁL:1 VNE;, (N )) 1%\’.

670 Note that if there is at a most one ¢ where 7, > % then the rate is up to log term the same as
671 By, (N). O

672 D.2 Lemmas on approximating Sobolev functions

673 Now we present the lemmas used in this proof above that concern the approximation errors and
674 Lipschitz constants of Sobolev functions and compositions of them. We will bound the F5-norm and
675 note that the F5-norm is larger than the Fi-norm, cf. 3 Section 3.1].
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689
690

691
692

693
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695

696

697

Lemma 12 (Approximation for Sobolev function with bounded error and Lipschitz constant).
Suppose g : Sq — R is an even function with bounded Sobolev norm ||g||3;,.,.» < Rwith2v < d + 2,
with inputs on the unit d-dimensional sphere. Then for every € > 0, there is § € Go with small
approximation error ||g — §|1,s,) = C(d,v, R)e, bounded Lipschitzness Lip(g) < C'(d)Lip(g),
and bounded norm

d+3 2v
9]l < C”"(d, v, R)e™
Proof. Given our assumptions on the target function g, we may decompose g(x) = > pro gk(@)
along the basis of spherical harmonics with go(x fs y)d74(y) being the mean of g(x) over the

uniform distribution 74 over S,4. The k-th component can be written as
aa) = N@ 1) [ )P y)dn()
d
with N (d, k) = 2k£4=1 (*1972) and a Gegenbauer polynomial of degree k and dimension d + 1:
T(d/2) d*
Pi.(t) = (—=1/2 k 1 _t2 (2—d)/2 ¥ 1—t2 k+(d—2)/2

known as Rodrigues’ formula. Given the assumption that the Sobolev norm ||g|[3;,.» is upper
bounded, we have ||f\|%2<§d) < Co(d,v)R for f = A¥/?2g where A is the Laplacian on S, [18, [5].
Note that gy, are eigenfunctions of the Laplacian with eigenvalues k(k + d — 1) [4]], thus

19611780 = 117, 0y Rk +d = 1) < || il 7,50k > < Ci(d,v, R)E™27H (1)
where the last inequality holds because ||fH%2(Sd) =2 k>0 ||fk||2L2(sd) converges. Note using the
Hecke-Funk formula, we can also write gy, as scaled py, for the underlying density p of the F} and
F5-norms:

91(®) = Aepi(2)
where )\, = 241 fil o(t)PL(t)(1 — t2)(4=2/2qt = Q(k~(4+3)/2) [5, Appendix D.2] and wy

wq
denotes the surface area of S4. Then by definition of || - || ,, for some probability density p,

gz, :/S IpPdr(v) = Il 7., = D IPeliae) = Do A 9kl 6.-
d

0<k 0<k

Now to approximate g, consider function g defined by truncating the “high frequencies” of g, i.e.
setting g, = 1[k < m]gy, for some m > 0 we specify later. Then we can bound the norm with

1917 = D N laliue) = D, Aol e,

0<k: A0 0<k<m
A 70
(@) d+2—2v
< Cy(d, v, R) Z k
0<k<m
® d+3—2v
< Cs(d,v,R)m
where (a) uses Eq and A\, = Q(k~ (d+3)/ 2); (b) approximates by integral.

To bound the approximation error,

2
Z Ik < Z 198017 509

k>m L2(Sq) k>m

< Cy(dv,R) Y k2!

k>m

lg = all7,s, =

< Cs(d,v, R)Ym~2" by integral approximation.

Finally, choosing m = ¢~ v, we obtain ||g — 9l 12(sa) < C(d,v, R)e and

d+3—2v
2v

191l 7, < C'(d, v, R)e™
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706

707
708

710
711

712

713

Then it remains to bound Llp( ) for our constructed approximation. By construction and by [[13]
Theorem 2.1.3], we have § = ¢ * h with now

:f:hkpk(t), t e [—1,1]
k=0

by orthogonality of the Gegenbauer polynomial Pj;’s and the convolution is defined as

(g% h)(x) = — / g (w)h((, y))dy.

Wy Sq

The coefficients for 0 < k& < m given by [13| Theorem 2.1.3] are
@ S TA=1) B =)/ D/2P ) o ( k
wg T(d—1+k) " 72240 (d — 1+ k) I(d—1+k)
where (a) follows from the (inverse of) weighted Lo norm of Pj; (b) plugs in the unit constant
Pi(1) = % and suppresses the dependence on d. Note that the constant factor %
comes from the difference in the definitions of the Gegenbauer polynomials here and in [13]]. Then
we can bound

I\Vfi(ff)llopﬁ/S IVg(y)llop|h((2,9))dy

< Lip(g) Ih z,y))|dy

1/2
< JwqLip(g ( y) by Cauchy-Schwartz

k,j=0
1/2

hih; Pe(t) Py (£)(1 — £2) 2" dt by [13l Eq A.5.1]
k,7=0 -1

1/2
= /waLip(g) ( Z hkh Pe((z,y))P;((z,y))dy
= waLip(g) (Z

= VwaLip(g) | >
k=

0 -1

1/2

B . m 7r22 T(d—1+k)

= /waLip(g) (;h Rk + (d—1)/2)0((d —1)/2)2>
1/2

= V@aLip(g ( +ZO(1+k>m)>

= waLip(g)C(d)

for some constant C'(d) that only depends on d. Hence Lip(§) = C'(d)Lip(g). O

The next lemma adapts Lemma[T2]to inputs on balls instead of spheres following the construction in
[5 Proposition 5].

Lemma 13. Suppose f : B(0,b) — R has bounded Sobolev norm | f||%,... < Rwithv < (d+2)/2
even, where B(0,b) = {x € RY : ||x||2 < b} is the radius-b ball. Then for every € > 0 there exists
fe € Fasuchthat || f — fellL,(op)) = C(d,v,b, R)e, Lip(fe) < C'(b,d)Lip(f), and

d+3 2v

[ fellm, < C"(d, v,b, R)e™

< a € R. One may

S

Proof. Define g(z,a) = f(%2)a on (z,a) € Sq with z € R? and
verify that unit-norm (z,a) with a > % is sufficient to cover B(0,b) by setting z = 2= and

25
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736

737
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742

743

solve for (z,a). Then we have bounded |[|g||,... < b”R and may apply Lemmato get § with
9 = llLass) < C(d,v,b, R)e. Letting fe(x) = § (%, a) a~* for the corresponding (%%, a) € Sy
gives the desired upper bounds. O

Lemma 14. Suppose f : B(0,b) — R has bounded Sobolev norm || f||3;,... < Rwithv > (d+3)/2
even. Then f € Fo and || f|r, < C(d,v)b”R.

In particular, W"? C Fy for v > (d + 3)/2 even.

Proof. This lemma reproduces [5, Proposition 5] to functions with bounded Sobolev L5 norm instead
of Lo, norm. The proof follows that of Lemma [I2]and Lemma I3]and noticing that by Eq[I]

gz = D Aol s,
0<k:Ap£0

< SR A
0<k

< ||AV/29||%2(sd)

< Ci(d, ) |glfye
S Cl (d, I/)R

O

Finally, we remark that the above lemmas extend straightforward to functions f : B(0,b) — R
with multi-dimensional outputs, where the constants then depend on the output dimension d’ too.

D.3 Lemma on approximating compositions of Sobolev functions

With the lemmas given above and the fact that the F5-norm upper bounds the F}-norm, we can find
infinite-width DNN approximations for compositions of Sobolev functions, which is also pointed out
in the proof of Theorem [5}

Lemma 15. Assume the target function f : Q — Rut, with Q C B(0,b) C R%~, satisfies:

s f = gro---o0 gy acomposition of k Sobolev functions g; : R% — R%+1 with bounded
norms ||9;||%Vu2 < Rfori=1,...,k withdy, = d;,;

o fis Lipschitz, i.e. Lip(g;) < cofori=1,... k.

Ifv; < (d; +2)/2 for any i, i.e. less smooth than needed, for depth L > k and any € > 0, there is an
infinite-width DNN f such that

« Lip(f) < 1 [T, Lip(g);
o« Ilf = fllz. < Coes

the constants Cy depends on all of the input dimensions d; (to g;) and dy;, and Co depends on
di, dout, Vi, b, R, k, and Lip(g;) for all i.

If otherwise v; > (d; + 3)/2 for all i, we can have f = f where each layer has a parameter norm
bounded by C3 R, with Cs depending on d;, dyyy, v;, and b.

Proof. Note that by Lipschitzness,

(gio---0g)(@) CB[0,b]]Lin(g)) |

j=1

i.e. the pre-image of each component lies in a ball. By Lemmg for each g;, if v; < (d; +2)/2,
we have an approximation §; on a slightly larger ball b} = b H;;l C"(d;,d;+1)Lip(g;) such that
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* lgi — Gill, < C(d;,diy1,v4, b, R)e;

d;+3—2u;

* |gillr, < C'(diydiyr,vi, by, R)e 2%

* Lip(gi) < C"(ds, diy1)Lip(gi);

where d; is the input dimension of g;. Write the constants as C;, C?, and C}’ for notation simplicity.
Note that the Lipschitzness of the approximations ¢;’s guarantees that, when they are composed,

(gi—10---0§1)(2) lies in a ball of radius b} = b]_[;;ll C%Lip(g;), hence the approximation error
remains bounded while propagating. While each ¢; is a (infinite-width) layer, for the other L — k
layers, we may have identity layerﬁ

Let f be the composed DNN of these layers. Then we have

k k
Lip(f) < [[ ¢/ Lip(g:) = C"(dr, - ., di dour) | | Lin(9:)

i=1 i=1

and approximation error

k
If = fllz, <D Cie ][ CfLip(g;) = O(e)

i=1 j>i

where the last equality suppresses the dependence on d;, doyt, Vi, b, R, k, and Lip(g;) for i =
1,..., k.

In particular, by Lemma ifv; > (d; +3)/2forany i = 1,...,k, we can take §; = g;. If this
holds for all 4, then we can have f = f while each layer has a F>-norm bounded by O(R). O

E Technical results

Here we show a number of technical results regarding the covering number.

First, here is a bound for the covering number of Ellipsoids, which is a simple reformulation of
Theorem 2 of [17]:

Theorem 16. The d-dimensional ellipsoid E = {x : 27 K~Y2 < 1} with radii \/\; for \; the i-th
eigenvalue of K satisfies log No (E, €) = M, (1 + o(1)) for

¥
M =
e= ) log=

ifonehaslog‘/T’T1 zo(k:\ggd)forke: [{i: Vi > €}

For our purpose, we will want to cover a unit ball B = {w : |jw|| < 1} w.r.t. to a non-isotropic norm
Hw||§( = wT Kw, but this is equivalent to covering E with an isotropic norm:
Corollary 17. The covering number of the ball B = {w : |w| < 1} w.rt. the norm Hw||§( =wl Kw

satisfies log N (B, |||| x ,€) = M (1 + o(1)) for the same M. as in Theorem[I6|and under the same
condition.

-1
Furthermore, log N' (B, |||| x »€) < T (1 + 0(1)) as long as logd = o (VT;K (log —V“K) >

€

Proof. If E is an e-covering of F w.rt. to the Ly-norm, then B = K —2F is an e-covering of B
w.rt. the norm |||, because if w € B, then vV Kw € E and so there is an & € E such that

-1
Hx—vaHSe,butthenﬁ):\/K x covers w since ||11)—w||K:Hx—\/KwH <e
K

3Since the domain is always bounded here, one can let the bias translate the domain to the first quadrant and
let the weight be the identity matrix, cf. the construction in [45| Proposition B.1.3].
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Since \; < TriK , we have K < K for K the matrix obtained by replacing the i-th eigenvalue \; of
K by ™ and therefore " (B, |1 ,¢) <A (B. |l ,¢) since || < || - We now have the
a[proximation log N (B, ||-|| g , €) = M (1 + o(1)) for

M. = Z log TrK

- TrK
- | J.

We now have the simplification

-(1+0(1))

w\?r'

i 2
where the o(1) term vanishes as € \, 0. Furthermore, this allows us to check that as long as

_ VTrK P .
logd =0 (4610g vy ), the condition is satisfied

k k 7 >

. S VTEK 1S, ke ke, [t 1

M, = E log — =3 E logT =— /0 log de—ﬁ—o(l))
i=1 =1

log

V TrK k. M?
€ 4logd k. logd

Second we prove how to obtain the covering number of the convex hull of a function set F:
Theorem 18. Let F be a set of B-uniformly bounded functions, then for all e = B2™%

K
V1og No(Conv.F, 2e) < \/EZ ZK_k\/log./\/g(]-"7 B2-k).

k=1

Proof. Define ¢, = B2~ and the corresponding ej-coverings Fi, (w.r.t. some measure 7). For any

f. we write fi,[f] for the function f,[f] € Fy that covers f. Then for any functions f in Conv.F, we
have

Ms

Bi (fk fil = fk—l[fi]) + folfi]-

f:fjﬂifz Zﬂz( fol)+§j
=1

k=1 1i=1

We may assume that fo [f:] = O since the zero function €y-covers the whole F since ¢y = B.

We will now use the probabilistic method to show that the sums Y .~ 3; (fk[fz] — fk,l[fi})

can be approximated by finite averages. Consider the random functions g(’“),...,gﬂfg

sampled iid with IP’[ (k)} = (.}Ek[fi] - fk_l[fi}) with probability 5;. We have E[§\")] =
S B (Fulfi = Fealf]) and

K my K m R p K 1 "
Z EPDIL (Al = Falfd)| <X -5 > E[a
k= j:l k=1 i=1 Ly k= My 3 Lyp(m)
K 1 m
= > 8| |felsid = Fealfi|
k=1 k =1
< K 326%
1 M
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= (k)

791 Thus if we take my, = 1k (35" )? with 3~ aj, = 1 we know that there must exist a choice of g;s such

792 that

m

Z - Zgjk) ZZ@ (fk[fi] - fk—l[fi]) < €k.

k=11i=1
Ly(m)

793 This implies that finite the set C= {Zf_l m%@ ZT’H gj(’“’ g\ € Fre — Fr 1} is an 2eg covering

704 of C = ConvF, since we know that forall f =" B3, f; there are g ( ) such that

~(k 3
mezgj( )—Zﬁifi '(fi_fK[fi]>
k=1 k ]:1 i=1 Lp(ﬂ') Lp(ﬂ—)
K 1 mp m
~ (k) i F _
IO P BRI (Fulfi] = Famalfi)
k=1 j=1 i=1 L)
§ 261{.
. ~ K |= || = my
795  Since ’C’ =1L ‘]—'k Fr_1| ,we have
1 3¢
log N, (C, 2ex) <Y —(55)2 (log N (F, k) + log Ny (F, e—1))
o] Wk €K
K
< 182 22E=K) log Ny (F, e)
k=1
796 This is minimized for the choice
Q(ka) \/ 10g./\/g (.7‘-, Ek)
ap = )
PSS 2R log No(F, ex)
797 which yields the bound
K
V108 Np(C, 2ex) < VIBD 2K 7%\ /log No(F ex)
k=1
798 O
799 NeurIPS Paper Checklist
800 1. Claims
801 Question: Do the main claims made in the abstract and introduction accurately reflect the
802 paper’s contributions and scope?
803 Answer: [Yes]
804 Justification: The contribution section accurately describes our contributions, and all
805 theorems are proven in the appendix.
806 Guidelines:
807 * The answer NA means that the abstract and introduction do not include the claims
808 made in the paper.
809  The abstract and/or introduction should clearly state the claims made, including the
810 contributions made in the paper and important assumptions and limitations. A No or
811 NA answer to this question will not be perceived well by the reviewers.
812 * The claims made should match theoretical and experimental results, and reflect how
813 much the results can be expected to generalize to other settings.
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* It s fine to include aspirational goals as motivation as long as it is clear that these goals

are not attained by the paper.

2. Limitations

Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We discuss limitations of our Theorems after we state them.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used
by reviewers as grounds for rejection, a worse outcome might be that reviewers
discover limitations that aren’t acknowledged in the paper. The authors should use
their best judgment and recognize that individual actions in favor of transparency play
an important role in developing norms that preserve the integrity of the community.
Reviewers will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and

a complete (and correct) proof?

Answer: [Yes]

Justification: All assumptions are either stated in the Theorem statements, except for a few

recurring assumptions that are stated in the setup section.

Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility
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Question: Does the paper fully disclose all the information needed to reproduce the
main experimental results of the paper to the extent that it affects the main claims and/or
conclusions of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]
Justification: The experimental setup is described in the Appendix.
Guidelines:

* The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

* While NeurIPS does not require releasing code, the conference does require all
submissions to provide some reasonable avenue for reproducibility, which may depend
on the nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient
instructions to faithfully reproduce the main experimental results, as described in
supplemental material?

Answer: [Yes]

Justification: We use openly available data or synthetic data, with a description of how to
build this synthetic data.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

¢ Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.
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* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits,
hyperparameters, how they were chosen, type of optimizer, etc.) necessary to understand
the results?

Answer: [Yes]
Justification: In the experimental setup section in the Appendix.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

¢ The full details can be provided either with the code, in appendix, or as supplemental
material.

. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:

Justification: The numerical experiments are mostly there as a visualization of the theoretical
results, our main goal is therefore clarity, which would be hurt by putting error bars
everywhere.

Guidelines:

» The answer NA means that the paper does not include experiments.

e The authors should answer "Yes" if the results are accompanied by error bars,
confidence intervals, or statistical significance tests, at least for the experiments that
support the main claims of the paper.

 The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the
computer resources (type of compute workers, memory, time of execution) needed to
reproduce the experiments?
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9.

10.

11.

Answer: [Yes]
Justification: In the experimental setup section of the Appendix.
Guidelines:

» The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]
Justification: We have read the Code of Ethics and see no issue.
Guidelines:

» The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special
consideration due to laws or regulations in their jurisdiction).

Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: The paper is theoretical in nature, so it has no direct societal impact that can
be meaningfully discussed.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards
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12.

13.

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: Not relevant to our paper.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: In the experimental setup section of the Appendix.
Guidelines:

* The answer NA means that the paper does not use existing assets.

 The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

¢ For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: We do not release any new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

» At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
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14.

15.

Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: Not relevant to this paper.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main
contribution of the paper involves human subjects, then as much detail as possible
should be included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: Not relevant to this paper.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
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