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ABSTRACT

Efficiently fine-tuning Large Language Models (LLMs) for specific tasks presents
a considerable challenge in natural language processing. Traditional methods, like
prompt or prefix tuning, typically rely on arbitrary tokens for training, leading to
prolonged training times and generalized token use across various class labels.
To address these issues, this paper introduces L-Tuning, an efficient fine-tuning
approach designed for classification tasks within the Natural Language Inference
(NLI) framework. Diverging from conventional methods, L-Tuning focuses on
the fine-tuning of label tokens processed through a pre-trained LLM, thereby har-
nessing its pre-existing semantic knowledge. This technique not only improves
the fine-tuning accuracy and efficiency but also facilitates the generation of dis-
tinct label embeddings for each class, enhancing the model’s training nuance. Our
experimental results indicate a significant improvement in training efficiency and
classification accuracy with L-Tuning compared to traditional approaches, mark-
ing a promising advancement in fine-tuning LLMs for complex language tasks.
Code is available at: https://github.com/Kowsher/L-Tuning.

1 INTRODUCTION

The advent of LLM has marked a significant milestone in NLP (Ge et al., 2023). However, the ef-
fective utilization of LLMs often depends on fine-tuning techniques such as prompt or prefix tuning
(Peng et al., 2023). Traditional methods, which typically involve training arbitrary tokens for all la-
bels to guide the model, encounter limitations in the context of LLMs (Liu et al., 2022; Lester et al.,
2021; Guet al., 2021; Han et al., 2022) due to the non-semantic nature of these tokens, requiring ex-
tensive training for effective integration. Additionally, the use of identical tokens across all classes
leads to suboptimal performance due to the lack of semantic differentiation among the classes.

To surmount these chal-
lenges, we introduce
L-Tuning, an innovative
approach to prompt and
prefix tuning, particularly
tailored for classification
tasks within the NLI

framework (Kowsher et al., v
2023). Distinct from tradi- JIEER N TN A (T

tional methods, L-Tuning : -7 ;!_/
leverages label tokens pgrrz‘alnmaek:ifr
that are initially processed
through the pre-trained
LLM. This strategy effec-
tively utilizes the LLM’s
inherent semantic knowledge, enabling more efficient and precise optimization. Furthermore,
L-Tuning employs unique label tokens for each class, thereby providing a more refined method
for fine-tuning. Empirical evidence suggests that L-Tuning significantly outperforms conventional
prompt and prefix tuning in LLMs, both in terms of reducing training time and enhancing
performance in classification tasks.
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Figure 1: Prefix tuning and L-Tuning for Prefix, highlighting label
embedding integration and classification pathways.
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2 L-TUNING PROCEDURE

Consider a classification task with K distinct classes. Let our training dataset be denoted by D =
{(xi,9:)}Y,, where x; represents the input text and y; is the true label corresponding to x;. Our
objective is to fine-tune a pre-trained LLM M for the classification task within an NLI framework;
while keeping the majority of the LLM parameters © frozen. Each input instance to our system is
a pair consisting of a text input x; and a label input y;, reflecting an NLI setting. The goal is to
ascertain the veracity of y; as the correct label for x;.

L-Tuning for Prefix: In contrast to traditional prefix tuning, we utilize m layers pre-trained LLM
M with parameters frozen to obtain prefix embeddings directly from the label tokens. For a la-
bel token sequence y; with length [ and model dimension d, we derive its hidden representa-
tion h; = Mo, (y;) € R*9 Given that h; is a matrix, we apply a self-attention pooling
function F, parameterized by &, to transform it into a suitable form. A subsequent transfor-
mation function Z, with parameters W, is then used to generate the layer’s hidden states of M:
pi = Zy(Fa(h;)) € R™*1*4 These embeddings are used by the classification head C, parameter-
ized by ¢, in conjunction with the text input x; to produce the final output o; = C¢(Mae,,,., (Xi, Pi))-
Our training objective minimizes the loss function £, which assesses the discrepancy between o, and
the binary target label ¢ € {0, 1}, indicating whether y; is the correct label for x;.

glqilnc L (Cc( Mgy (Xi5 Zw (Fa (Mo, (¥1))))); €) - (1)

This method allows the fine-tuning process to focus specifically on the representation and under-
standing of labels, leveraging the intrinsic knowledge encapsulated in © while refining the model’s
ability to map textual inputs to their corresponding labels through adjustments to @, ¥ and ( alone.

L-Tuning for Prompt: For the prompt, we acquire label embedding e(y;) = G, (h;) € R4, where
G is a trainable transformation function, parameterized by -, to generate label embeddings. We also
derive text data embeddings from the frozen LLM embedding as e(x;) € R™*?, where n is the
sequence length of the text sample x;. The classification head C is then defined as the concatenation
of both embeddings: o, = C;(Me,,,..(e(yi) © e(x;))). The training objective for L-Tuning for
prompt can be defined as:

Igligl L (Cc( Moy (G1 (Mg, (vi) © e(xi))), c) . (2)

3 EXPERIMENTS & CONCLUSION

Table 1: A comparative analysis of pre-trained LMs and LLMs-7B. The comparison is conducted
across various input methodologies — Prefix, Prompt, LT-prefix, and LT-prompt. Highlighted
within are the performance metrics, specifically accuracy scores, for each combination of model
and dataset, illustrating the efficacy of each input methodology in enhancing model performance.

Dataset Cola RTE sst-2
LMs BERT | RoBERTa | DeBERTa | BERT | RoBERTa | DeBERTa | BERT | RoBERTa | DeBERTa
Prefix 0.807 0.798 0.834 0.682 0.635 0.711 0.912 0.940 0.938
LT-Prefix 0.812 0.803 0.840 0.701 0.651 0.729 0.920 0.942 0.947
Prompt 0.791 0.784 0.812 0.661 0.594 0.672 0.891 0.931 0.907
LT-Prompt | 0.802 0.791 0.819 0.682 0.604 0.679 0.902 0.939 0.927
LLMs Falcon Bloom Llama-2 | Falcon Bloom Llama-2 | Falcon Bloom Llama-2
Prefix 0.799 0.824 0.811 0.652 0.634 0.692 0.848 0.857 0.881
LT-prefix 0.823 0.842 0.852 0.672 0.684 0.731 0.901 0.909 0.941
Prompt 0.772 0.835 0.793 0.607 0.615 0.662 0.804 0.825 0.845
LT-prompt | 0.816 0.817 0.821 0.638 0.660 0.691 0.873 0.882 0911

In our comparative study of various language models, including BERT (Devlin et al., 2019),
RoBERTa (Liu et al., 2019), DeBERTa (He et al., 2021), Falcon (Penedo et al., 2023), Bloom (Work-
shop et al., 2023), and Llama-2 (Touvron et al., 2023), we observed distinct performance enhance-
ments across Cola, RTE, and sst-2 datasets (Wang et al., 2019) using LT-prefix and LT-prompt tuning
methods. Notably, L-Tuning demonstrated a modest improvement of 0-2% for standard language
models (LMs) like BERT and RoBERTa, but its impact was more pronounced in large language
models (LLMs) like Bloom and Llama-2, showing improvements of 2-6%. This indicates that L-
Tuning’s efficacy is particularly significant in the context of LLMs, underscoring its potential as a
scalable and efficient approach to optimizing advanced language processing systems.
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A APPENDIX

A.1 CONVERGENCE OF L-TUNING

In the ablation study presented, we focus on the convergence characteristics of L-Tuning in the
context of prompt-based fine-tuning. Figure 2 illustrates the comparative validation loss between
traditional Prompt Tuning and L-Tuning for Prompt across various training steps. The analysis
involves three distinct pre-trained language models: Llama, Falcon, and Bloom.
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Figure 2: Validation Loss Comparison on the CoLA dataset across different steps for traditional
Prompt Tuning (solid lines) and L-Tuning for Prompt (dashed lines) across models Llama (blue),
Falcon (green), and Bloom (red).

The validation loss trajectories reveal a consistent pattern of faster convergence for L-Tuning for
Prompt, in comparison to traditional Prompt Tuning. The prompt embedding strategy of L-Tuning,
which directly leverages the semantic content of real label text to inform the label embeddings,
provides the LLMs with a head start in understanding the association between text and labels. Con-
sequently, L-Tuning facilitates a more expedient decline in validation loss, signifying more efficient
learning dynamics.
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This efficiency in convergence is hypothesized to be due to the direct usage of label semantics within
the LM, allowing the model to capitalize on the pre-trained knowledge of label contexts. As a result,
the LM under L-Tuning demonstrates an enhanced ability to correlate label information with the
input text, minimizing the loss at a notably faster rate. Such an approach could lead to significant
reductions in the required computational resources and time for model fine-tuning.

A.2 TRAINING ALGORITHM

L-Tuning for Prefix: The L-Tuning for Prefix algorithm 1 applies a unique approach to fine-tuning a
pre-trained LLM for classification tasks. This method maintains the LLM’s parameters frozen while
training only a select set of parameters associated with label inputs. Each label input is processed
through the frozen LLM to generate a contextual representation. This representation is then pooled
and transformed through a trainable self-attention mechanism and used alongside the text input for
classification. The algorithm iteratively updates only the parameters of the self-attention pooling
and the transformation function to minimize the classification loss.

Algorithm 1 L-Tuning for Prefix

—_

Input: Pre-trained LM M with parameters O, frozen during training

Input: Label inputs {y;} Y ;, Text inputs {x;}¥,

Initialize: Trainable parameters ¢, ¥ and ¢

for each label input y; and text input x; do
h; + Mo,,,.. [¥:) > Process label input
pi + Zy(Fo(h;)) > Self-attention pooling and transformation
0; +— Cc(Maey,,.. (Xi,Pi)) > Classification head
Compute loss £(0;, true label)
Update @, ¥ and ¢ to minimize loss

end for

SV IINRELEN

Ju—

L-Tuning for Prompt: In contrast, the L-Tuning for Prompt algorithm 2 modifies the prompt tun-
ing approach by generating embeddings for both label and text inputs, which are then concatenated
and processed for classification. Here, the LLM’s parameters are also kept frozen, and only a spe-
cific set of trainable parameters associated with the label embeddings are updated. This approach
aims to capture more nuanced relationships within the data by transforming the label input into an
effective embedding for classification, with the training process focusing on optimizing these label
embeddings.

Algorithm 2 L-Tuning for Prompt

Input: Pre-trained LM M with parameters O, frozen during training

Input: Label inputs {y;}Y ,, Text inputs {x;} Y,

Initialize: Trainable parameter y and and ¢

for each label input y; and text input x; do
h;, + Me,,,.(¥i) > Process label input
e(yi) < G,(hy) > Get label embedding
e(x;) < Embedding from frozen LM(x;) > Get text embedding
0; + C(Me,,,.(e(yi) ® e(xi))) > Concatenate embeddings and classify
Compute loss £(o;, true label)
Update ~ and ¢ to minimize loss

end for

TV RRIUNR RN

—_—

A.3 TRAINING METHODOLOGY

For training our model, we construct training batches that consist of both positive and negative
examples. A positive example is a true pair (x;,y,) where y; = y;, while a negative example is
constructed by pairing x; with a false label y; where y; # y;.

Formally, each batch B is composed of m examples, where m /2 are positive examples drawn from
D and the remaining m/2 are negative examples. The negative examples are created by randomly
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assigning false labels to the text inputs, ensuring that the false label does not match the true label
associated with the text. The batch can be represented as follows:

B = {(Xivyia 1)}7;12 U {(Xi’y]”o)}gm/%‘—l’ (3)

The training objective is to minimize the binary cross-entropy loss £ across all batches, defined as:

1
L=-= > [eplogos+(1-cp)log(l—op)), “

(x;,y,cB)EB
Where cp and op denote the class labels and model’s predicted probability of B batch respectively.

The model is updated iteratively to minimize £, improving its ability to discriminate between true
and false text-label pairs. This binary classification setup trains the model to better understand the
nuances of text-label relationships, which is essential for NLI tasks.

A.4 EVALUATION PROCEDURE

The evaluation of our model’s classification performance is formulated within an NLI-inspired
framework. Let us denote the set of all possible labels as Y = {y1,¥a,...,yx }, where K is the
number of unique labels. The predicted label §; for (x;,Y) is the one that maximizes the model’s
score, formally defined as:

9i(x;) = argmax 0;. 5)

YR €Y

The argmax operation selects the label with the highest score as the predicted label, mirroring the
judgment process in NLI where the premise (text) is evaluated against multiple hypotheses (labels)
to determine the most probable one.

The model’s classification accuracy is then calculated as the proportion of text instances where the
predicted label matches the true label y:

N
1
Accuracy = N E K{g(xi) = y;}, (6)
i=1

where IV is the number of text instances in the evaluation dataset, and ¥ is the indicator function,
which equals 1 when the predicted label matches the true label and 0 otherwise.

This metric evaluates the model’s ability to correctly identify the label that best aligns with the
semantic content of the text, providing a quantitative measure of its classification performance.

A.5 PARAMETER CALCULATION

L-Tuning for Prefix: In our prefix tuning approach, we implement a simplified self-attention pool-
ing mechanism Fg. This mechanism is designed to transform the last layer hidden representation
h from R'*? to a pooled representation in R?, where [ is the sequence length of prefix and d is the
hidden dimension Safari et al. (2020).

The self-attention pooling applies a linear transformation, parameterized by ®, to each d-
dimensional vector in h, mapping it to a scalar, and producing [ scalars in total. These scalars
are then normalized through a softmax function to create attention weights, which are used to com-
pute a weighted sum of the original | X d matrix, resulting in a single /-dimensional vector. Since
biases are not used, the number of trainable parameters in this linear transformation is d.

Let m denote the number of layers in the LLM. The transformation function fg maps the pooled rep-
resentation from R! to past key-value pairs for each layer, resulting in a representation of R!*™>d,
Given that there is a pair of past key values for each layer and assuming fy is a linear transformation
without biases, the total number of trainable parameters for this transformation is 2 x I x (m x d).

For the classification head, we used the pooling output; the trainable parameters amount to 2 X d
Therefore, the total number of trainable parameters for the prefix tuning in L-Tuning is:

d+2xix(mxd) +2xd=2xlxmxd+3xd
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This calculation indicates that our method employs 2 x [ X m X d 4+ 3 X d trainable parameters,
distinguishing it from traditional prefix tuning methods, particularly in the additional parameters d
introduced by the self-attention pooling layer.

L-Tuning for Prompt: In the case of L-Tuning for the prompt, our approach employs d? trainable
parameters in a linear transformation, G.,, which converts a representation from R"*? to R'*?. Addi-
tionally, there are 2 x d parameters for the classification head, totaling d(d + 2) trainable parameters.
This contrasts with the traditional method of prompt tuning, which typically involves approximately
d(l + k) parameters, where £ is the total number of labels. The use of a square matrix in G, allows
for a more complex and nuanced transformation of the label embeddings, potentially capturing more
intricate relationships within the data.
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