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ABSTRACT

For nonconvex objective functions, including deep neural networks, stochastic
gradient descent (SGD) with momentum has faster convergence and better gen-
eralizability than SGD without momentum, but a theoretical explanation for this
is lacking. Adding momentum is thought to reduce stochastic noise, but several
studies have argued that stochastic noise actually contributes to the generalizabil-
ity of the model, which raises a contradiction. We show that the stochastic noise
in SGD with momentum smoothes the objective function, the degree of which is
determined by the learning rate, the batch size, the momentum factor, the variance
of the stochastic gradient, and the upper bound of the gradient norm. By numer-
ically deriving the stochastic noise level in SGD with and without momentum,
we provide theoretical findings that help explain the training dynamics of SGD
with momentum, which were not explained by previous studies on convergence
and stability, and that resolve the contradiction. We also provide experimental re-
sults for an image classification task using ResNets that support our assertion that
model generalizability depends on the stochastic noise level.

1 INTRODUCTION

1.1 BACKGROUND

First-order optimizers that use mini-batch stochastic gradients, such as stochastic gradient descent
(SGD) (Robbhins & Monrd, T95T), SGD with momentum (Polyak, T964; Rumelharf ef all, TY86), and
adaptive methods (Duchi"ef-all, P0T(0; Kingma & Bd, Z0T3), are the most commonly used methods
for solving empirical risk minimization problems that appear in machine learning. These methods
have been well studied for their convergence (Boffouef all, POTR; Chen ef all, P021; P0T9; Fehrman
ef all, ZO20; hduoka, 2O0224; L.oizon et all, PO21; Scaman & Malherbel, ZO2U; IZaheer et all, PO1X; Zhou
ef-all, D(020a; Zou efall, P01Y9) and stability (Hardfef-all, POT6; He ef all, POTY; Cin_ef-all, Z0T6; Mo
ef-all, POTX), and it has been shown that tuning the hyperparameters such as the learning rate, batch
size, and momentum factor is essential for successful training. This paper focuses on the SGD with
momentum method and provides new insights into the role of the momentum factor.

For nonconvex objective functions, including deep neural networks (DNNs), SGD with momentum
experimentally has better generalizability than SGD without momentum (simply ”SGD” hereafter),
but theoretical explanations for this characteristic have not yet been provided. The generalizability of
SGD with momentum has been well studied, and various experimental findings have been reported.
While it has been suggested that momentum plays a role in reducing stochastic noise (Defazia, PO20;
Cutkosky & Mehtd, 2020), stochastic noise has been shown to increase generalizability (Ci—efall,
P01Y9; Wen_ef all, 2020; HaoChen ef_all, 2021)), and it has been claimed that stochastic noise can
help an algorithm escape from local solutions with poor generalizability (Ge ef-all, POTS; lin"ef-all,
20T7; Daneshmand ef all, POTY; Harshvardhan & Sfich, P07T; KIeinberg et all, P0I¥). Furthermore,
several studies (Shallue et all, POTY; lelassi & i, 20272; Kunstner ef alf, 2023) have shown that the
gap in convergence speed and generalizability between SGD and SGD with momentum is more
pronounced for large batches. There is an inconsistency in that adding momentum should reduce
stochastic noise, but because momentum has excellent generalizability, it should have sufficiently
large noise, and this contradiction makes it difficult to understand the effect of momentum in DNNS.
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The geometry of loss landscapes, in particular the relationship between the flatness of the minima
and generalization, has been extensively studied from both theoretical and empirical perspectives
(Hochreifer & Schmidhuber, T997; Keskar ef all, POT7; Dziugaite & Roy, P017; Jiang et all, 2020;
Eoref ef all, PO0Z1)). In general, a local optimal solution with flatter neighborhoods is considered to
have better generalizability than that with steeper neighborhoods. Several previous studies (Keskai
ef-all, PT7; Ciang et all, POTY; Csnzuku_ef-all, P020; Pefzka ef-all, POZ1); Kwon ef-all, ZO2T) de-
veloped measures for the flatness of the minima, “sharpness”. It has been experimentally observed
to correlate with the generalization performance of a model. One previous study (Kleinberg et all,
POTR) suggested that the objective function is smoothed by stochastic noise in the optimizer. A more
recent study demonstrated that stochastic noise in SGD implicitly smoothes the objective function,
that the degree of smoothing caused by stochastic noise in SGD and sharpness both represent the
flatness/sharpness of the function, and that the degree of smoothing is correlated with generalization
performance (Safo & Tiduka, P073H). Based on these studies, our study focused on the smoothing
of the objective function by stochastic noise in SGD with momentum and the relationship between
the degree of smoothing and the generalizability of the model. When considering stochastic noise
in optimizers, most previous studies (Zhang et all, Z020; Zhon“ef all, ZO70HK; Kunsfner ef-all, D073
defined stochastic noise as the difference between the mini-batch stochastic gradient and the full
gradient. We call this difference “gradient noise.” Here, in order to discuss smoothing with stochas-
tic noise, we define optimizer’s stochastic noise as the difference between the search direction of
the optimizer and the steepest descent direction, which we call “search direction noise.” Search
direction noise can be viewed as an extension of gradient noise. Note that gradient noise and search
direction noise in SGD are consistent with each other.

The simplest method for adding a momentum term to SGD is the stochastic heavy ball (SHB) method
(Algorithm M) (Polyak, T964). Although it has been widely used in experiments, it is lacking in
theoretical analysis. In contrast, the normalized-SHB (NSHB) method (Algorithm D with v = 1)
(Gupal & Bazhenoy, T977) has been well analyzed theoretically for convergence and stability but
has rarely been used in experiments. Note that the algorithm referred to as “SGD with momentum
(SGDM)” in many previous studies is actually NSHB, while that provided by PyTorch (Paszke
efall, POTY) and TensorFlow (Abadief all, P0T6) is SHB. Many variants of the momentum method
have been proposed, including Nesterov’s accelerated gradient method (Nesterov, T983; P004; DOT3;
Sufskever ef all, P0T3), synthesized Nesterov variants (Lessardefall, ZOTH), Triple Momentum (Scoy
efall, POTX), Robust Momentum (Cyrus et all, PITR), PID control-based methods (An“ef-all, P(ITR),
accelerated SGD (lainef all, POTR; Kidambr ef all, DOTR; Varre & Flammarion, 2027; Ciefall, 2024)),
and quasi-hyperbolic momentum (QHM, Algorithm [) (Ma“& Yarafs, 2019). This paper focuses on
SHB and QHM, which covers many momentum methods, especially NSHB, but does not cover
SHB.

Motivation. Our main goal in this paper is to resolve the contradiction described in Section [ that
exists between momentum and stochastic noise and to clarify the role of momentum in DNNs train-
ing. It was recently found that the stochastic noise in SGD implicitly smoothes the objective function
and that the degree of smoothing is determined by the learning rate, batch size, and variance of the
stochastic gradient (Safo"& Tiduka, P0073h). We extend this analysis to SGD with momentum, and
by focusing on the stochastic noise between the search direction and the steepest descent direction,
we attempt to reveal how momentum is involved in the smoothing of the objective function.

1.2  CONTRIBUTIONS

SGD with momentum’s smoothing property (Section B). We show that SGD with momentum’s
search direction noise has a smoothing effect on the objective function, the degree of which is

determined by the momentum factor 3, the variance of the stochastic gradient Cgpl,

and the upper

bound of the gradient norm K2

opt> 1N addition to learning rate 7) and batch size b:

C? N\ C2 .
§5GD — g\ [ 56D s _ Tl\/(l + 5) SHB | B2 GNSHB

b b n (D
where 3 := % (See Assumption Il for exact definitions of ngt and Kgpt). We call this

the “degree of smoothing” and denote it by §°°* for each optimizer (The subscript “opt” indicates
the optimizer’s name). The larger the degree, the smoother the function and the greater the dif-
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ference from the original function, and the smaller the degree, the smaller the difference between
the smoothed function and the original function and the less smoothed the function. Equation ()
shows that a large learning rate and/or small batch size, and/or a large momentum factor, smooths
the function even more. Although their results were derived from a different perspective, Smith et
al. obtained similar results (Smifh“ef-all, POTY). Furthermore, the results of several experimental
studies suggest that these hyperparameters are interrelated (Kidambiefall, PTY; Ceclerc & Madry,
P020; Kunsfner ef all, 2023; Fu_ef-all, 2023). Equation (0) also shows that these hyperparameters are
interrelated through the degree of smoothing. Therefore, our results provide theoretical support for
these previous findings and new insights into the role of hyperparameters in DNNSs training.

Estimation of critical batch size and variance of stochastic gradient (Section d). To estimate
the variance of stochastic gradient C’fpt contained in the degree of smoothing as in (), we consider
a critical batch size that is defined by a global minimizer of the stochastic gradient computation
cost. We show the existence of a critical batch size in the training of a DNNs with SGD and SGD
with momentum and provide a formula for estimating the size. We also estimate the variance of the
stochastic gradient for an optimizer from the experimentally estimated critical batch size and show
that SGD with momentum, especially SHB, has a smaller variance than SGD. This is the first paper
to provide a formula for estimating the critical batch size for SGD and SGD with momentum, and,
to the best of our knowledge, the first attempt to estimate the variance of stochastic gradients.

Why and when momentum improves generalizability (Section B). Using the estimated variance
of the stochastic gradient, we numerically derived the degree of smoothing introduced by search
direction noise (see Figure 0 (Left)). Figure 0 shows that SHB always has a greater degree of
smoothing than SGD. Of particular note is that the degree of smoothing depends on the batch size,
so that as the batch size increases, the degree of smoothing for SGD and NSHB approaches zero,
whereas that for SHB does not decrease thanks to a term independent of batch size (see (I)). Figure
M also shows that the degree of smoothing introduced by search direction noise is closely related
to the generalizability of the model. We observed that an appropriate degree of smoothing, neither
too large nor too small, leads to high generalizability. Therefore, the theoretical reason for the
phenomenon observed experimentally in some previous studies (Kunstnerefall, 2073; Shallueefall,
20TY; lelassi & T, P077) that the generalization performance of SHB compared with that of SGD
does not deteriorate with an increase in the batch size is that SHB is able to maintain a reasonably
large degree of smoothing when the batch is large. Conversely, when the batch is small, the degree
of smoothing of SHB is too large, and generalization performance is not excellent. Therefore, the
role of the momentum factor in SHB is maintaining a high degree of smoothing even when the batch
is large. Furthermore, since an appropriate degree of smoothing leads to high generalizability, we
can say that our results are useful for selecting appropriate hyperparameters.
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Figure 1: Left: Degree of smoothing introduced by search direction noise withn = 0.1 and 3 = 0.9
versus batch size for each optimizer. Center: Test accuracy for each optimizer versus batch size.
Right: Test accuracy for each optimizer versus degree of smoothing in training ResNet18 on CI-
FAR100 dataset. There is a clear relationship between the degree of smoothing and generalizability;
i.e., generalizability is clearly a concave function with respect to the degree of smoothing. Thus, a
degree of smoothing that is neither too large nor too small leads to high generalizability. In particu-
lar, the degree of smoothing of SHB is not smaller than that of SGD and NSHB when the batch size
is large, so the generalizability of SHB remains high even when the batch size is large.

Resolving the contradiction that exists between momentum and stochastic noise (Section B). In
summary, adding momentum reduces the gradient noise. Conversely, adding momentum increases
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search direction noise, which contributes to smoothing of the objective function. Furthermore, the
degree of smoothing can be expressed in terms of hyperparameters including the momentum factor.
Since the degree of smoothing is well correlated with the generalizability of the model, the stochastic
noise that contributes to the generalizability of the model is search direction noise, not gradient
noise. The degree of smoothing of SHB leads to high generalizability because the momentum factor
enables it to maintain an appropriate value even when the batch is large. Therefore, the arguments
“adding momentum should reduce stochastic noise” and “stochastic noise leads to generalizability”
do not conflict, and the contradiction is resolved, namely, “adding momentum reduce gradient noise”
and “search direction noise leads to generalizability.”

2 PRELIMINARIES

2.1 NOTATION, DEFINITIONS, AND ASSUMPTIONS

Let N be the set of non-negative integers. For m € N\{0}, define [m] := {1,2,...,m}. R?isa
d-dimensional Euclidean space with inner product (-, -), which induces the norm || - ||. I4 denotes
a d x d identity matrix. Let A'(u;Y) be a d-dimensional normal distribution with mean p € R?
and variance ¥ € R%*¢_ The DNNG is parametrized with parameter & € R, which is optimized by
minimizing empirical loss function f(z) := & > iepn fi(x), where fi(x) is aloss function for x €
R? and the i-th training data point 2; (i € [n]). Let ¢ be a random variable that does not depend on
x € RY, and E¢[X] means the expectation with respect to £ of a random variable X . &; ; is a random
variable generated from the i-th sampling at time ¢, and &; := (41,82, ---,&p) is independent
of (z1)t_, C RY, where b (< n) is the batch size. From the independence of &, &1, . .., we can
define the total expectation E by E = E¢ Eg, - - - Eg,. Let G¢, () be the stochastic gradient of f(-)
at x € R%. S, is the mini-batch of b samples at time ¢, and V fs, () is the mini-batch stochastic
gradient of f(x;) for Si; e, Vs, (@) := § Xicp Ge,i (20)-

In general, smoothing of a function is achieved by convolving the function with a random variable

that follows a normal distribution (Wi, 1T996):

Definition 2.1 (Smoothed function). Given a function f: R¢ — R, define fg: R? — R to be the

function obtained by smoothing f as fs(x) :=E L [f(x — du)], where § > O represents
un N (054 14

the degree of smoothing and w is a random variable from a normal distribution.

The following lemma represents an important property of smoothed function f(;. This is general and
has already been reported by (Hazan ef all, 20T6). The proof of Lemma 7T is in Appendix CI.

fo(@) — f(z)| <

Lemma 2.1. Let ﬁ; be the smoothed version of f; then, for all x € RY,
Eu[llul}oLy.

Considering that a local optimal solution with a flatter landscape in the neighborhood yields better
generalizability, we can say that the degree of smoothing § must be sufficiently large. However,
Lemma P implies that the greater the J, the greater the gap between original function f(x) and
smoothed function f(;. Therefore, if the degree of smoothing is constant throughout the training, we
can say that its level must be neither too large nor too small.

Assumption 2.1. (A]) f;: RY — R (i € [n]) is continuously differentiable and a L j-Lipschitz
function; i.e., for all z,y € R, |f(x) — f(y)| < L¢llz — yl||. (A2) (x1)ten C R%is a sequence
generated by an optimizer. (i) For each iteration t, Eg, [Ge,(x¢)] = V f(:). (ii) There exists a
non-negative constant Cay for an optimizer such that Be, [||Ge, (@) — V f(x,)||?] < C3,. (A3)
For each iteration t, the optimizer samples a mini-batch Sy C S and estimates the full gradient V f
asV fs, (@) == 1 Dicpp Gei(@e) = 7 2 (i zes,y VIi(@e)- (A4) There exists a positive constant

Kop for an optimizer, for all t € N, E [||[V f(z,)|?] < K2

opt*

The variance of the stochastic gradient and the upper bound of the gradient are often assumed to be
constant for any optimizer, but we define them as Cfpl and K, for each optimizer. The subscript
“opt” indicates the optimizer’s name. Thus, for example, Assumption (A2)(ii) means that when a
sequence (¢ );cn is generated by SGD, there exists Cggp, satisfying Ee, [||Ge, (x:) — V.f(z¢)|?] <

CZp- Here, Cgpt depends not only on random variable &; but also on parameter x;. Since different
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optimizers yield different x, at given time ¢, Cgpl depends on the optimizer, so Assumption (A2)(ii)
is valid. Experimental results supporting this assertion are plotted in Figure B in Appendix BT

2.2 ALGORITHMS

We consider two algorithms that are a type of SGD with momentum.

Algorithm 1 Stochastic Heavy Ball (SHB)  Algorithm 2 Quasi-Hyperbolic Momentum (QHM)
Require: x,7>0,8€[0,1),m_1:=0 Require: zy,n>0,v,5€[0,1),d_; :=0

fort =0toT — 1do fort =0toT — 1do
my = Vfgt (.’Bt) + ﬂmt_l dt = (]. — I/ﬁ)stt (iBt) + I/ﬁdt_l
LTty = L — NNy Tyl 1= Ty — Ndy

end for end for

return xr return x

In accordance with Gitman et al. (Gifmanef-all, P0T9), we refer to Algorithm [ as the SHB method.
In Algorithm B, v is the coefficient balancing SGD (v = 0) with NSHB (v = 1).

3 SGD WITH MOMENTUM’S STOCHASTIC NOISE AND SMOOTHING

Kleinberg et al. suggested that stochastic noise in SGD may smooth the objective function (Klein
berg et all, POTR). Sato and liduka supported this theoretically and showed that the degree of
smoothing is determined by hyperparameters (Safo_& Tiduka, DO0773H). In this section, we extend
this discussion to SHB and QHM.

At time ¢, let thHB be the difference between the search direction of the gradient descent and the
search direction of SHB, and let w?HM be the difference between the search direction of the gradient
descent and the search direction of QHM:
HM
WB .= m, — Vf(x;) and w@™ :=d, — Vf(zy).
wHB and w?HM are search direction noise; it is analogous to “search direction” in the optimization

field. Indeed, they take into account not only its direction but also its magnitude. Then, the following
theorem holds:

Theorem 3.1. Suppose that Assumptions (A2)(ii), (A3), and (A4) hold, then, for all t € N,

E [l < ¢ G PO (B g gy, oo™ < 2y oo

b (1-pB)2 b 1—vB b

Hence, search direction noise w38 can be expressed as

WSHB \/(1 " BB — B+ 1)) Cis n BB — B+ 1)K52H13ut —: SHBy,

(1-p3)2 b (1-p5)?

where u; ~ N (0; ﬁ[ d) . It has been observed that the gradient noise V fg, (x:) — V f (z¢) follows

a normal distribution in CNN-based image classification models (Zhang et all, P020); Kunsfner ef all,
20773). We confirmed experimentally that the search direction noise follows a normal distribution
as well (see Section D). In addition, let y, be the parameter updated by the gradient descent and
Ty be the parameter updated by SHB at time ¢; i.e.,

Yt =T — va(wt)a L1 = Ty — MMy = Ty — n(Vf(act) + WtSHB)-
Then, according to Definition -1 and Assumption (A1), we have

E g [yr41] = Eqom [y1] — nVE g [ (30 — neof'™®)] @
= Eope ] = n1VE, _n(o, 21, 0e = ]

= B [ye] — 0V fysm (ye).
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(The derivation of Equation (I) is presented in Appendix [C3.) This shows that the function
E s [f (y: — nwi™)] is a smoothed version of f with degree of smoothing 17¢/*"®. Furthermore,
optimizing function f with SHB is equivalent to optimizing function fanHB with gradient descent in
the sense of expectation. Therefore, we can say that the degree of smoothing due to search direction
noise in SHB is determined by 65HB = 1¢/SHB e learning rate 7, batch size b, momentum factor
B3, the variance of stochastic gradient Cgyp, and the upper bound of full gradient Ksyp for SHB. The
same argument holds for QHM. The degree of smoothing for each optimizer can be expressed as

5SGD =7 / (:'SQbGD7 (3)

2_B41)\ C2 2341
o () S A
o |1 Céuw
o = =03 b )

and if v = 1in %™, we obtain 6™HB, Note that 5P is the result derived by a previous study (Safa
& Tiduka, 2023H). Since 518 and §NSHB coincide with 5P when 3 = 0 and v = 0, respectively, our

2
results are an extension of their result. Since the terms 2 ((ﬁ T :Bﬁ;)rl) and 1—11/ 7 are monotone increasing

for momentum factor /3 or vf3, we can say that a larger momentum factor leads to a greater degree
of smoothing. In addition to the momentum factor, Equations (#) and (8) show that hyperparameters
such as the learning rate and batch size also contribute to smoothing. Therefore, the learning rate,
the batch size, and the momentum factor are interrelated, and they should be selected such that the
degree of smoothing is appropriate. This finding is helpful in selecting appropriate hyperparameters.
For example, from Lemma T, if a large learning rate is used, a small momentum should obviously
be used in order to obtain the appropriate degree of smoothing, i.e., one that is neither too large nor
too small. Leclerc and Madry observed this phenomenon experimentally (Leclerc & Madry}, 2020,
Figure 4).

Remark 3.1. One may find it strange that, in equations (&) and (H), the upper bound Kfpt of the

gradient norm appears only for 65HE and that it may be loose. In fact, the term K 2. plays an
important role in our argument in Section B, so we would like to add that this result is not arbitrary.
As seen from the 5™ derivation, when expanding ||w2™||2, we do not add unnecessary terms
to the upper bound thanks to the convex combination property of the NSHB algorithm (see (20)
in Appendix 2 and Proposition [A). This is one of our key technical contributions. In fact, by
simply following the derivation of 6B, one can derive §¢™ as follows:

02
SQHM _ 7]\/(1 +4l/2ﬂ2) QbHM + 4V252K(2)HM'

Thus, the reason QHM does not need an upper bound on the gradient to suppress S2'™ even though
QHM (NSHB) has a momentum term like SHB, is the presence of a convex combination in the
QHM algorithm (see Algorithm ). Furthermore, K3, appears in the upper bound of SHB because
the expansion of ||w;HB||? cannot take advantage of the theoretically tractable properties of a convex
combination. Because we experimentally demonstrated that SHB and QHM (NSHB) are completely
different (see Figures D and Figure H), we do not believe that this problem is simply due to a lack
of good theoretical capture. Rather, we have shown for the first time, both theoretically and experi-
mentally from the perspective of search direction noise, that the difference between the algorithms
in terms of convex combination accounts for the difference in their respective performances. Of
course, deriving 6" without using K35 should prove to be interesting and important future work.

Then, what are the magnitudes of the degree of smoothing 65°P, §SHB and §?HM, respectively? Since
these include hyperparameters 7, b, and 5 as well as the unknowns C’fpt and K2, it is necessary
to estimate them in order to reveal the magnitude of the degree of smoothing. To estimate them, we
provide some results in Section B.
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4 THEORETICAL ANALYSIS OF SHB AND QHM

We first use convergence analysis of SHB and QHM to clarify the relationship between batch size
and the number of steps required for training. We then provide an equation for estimating the critical
batch size and the variance of the stochastic gradient for an optimizer. To analyze SHB and QHM,
we further assume that,

Assumption 4.1. For all © € RY, there exists a positive real number D(z) such that, for all t € N,
i — |l < D(x).

Assumption B has been used to provide upper bounds on the performance measures when ana-
lyzing both convex and nonconvex optimization of DNNs (Kingma & Ba, P0T5; Reddief-all, 2OTS;
Zhuang et all, P020). An example satisfying this assumption Bl is the boundedness condition of
(x¢)ten; 1.e., there exists D1 > 0 such that, for all ¢ € N, ||l@;|| < D;. Then, we have that, for
alz € RYandallt € N, ||z, — z|| < ||@¢|| + ||z|| < D1 + ||| =: D(x), which implies that
Assumption BTl holds.

4.1 CONVERGENCE ANALYSIS OF SHB AND QHM

We present convergence analyses of Algorithms [l and @ (The proofs of Theorems Bl and B are in
Appendix B4 and B4 respectively).

Theorem 4.1. Suppose that Assumptions (Al)—(A4) and hold and consider the sequence
(x¢)¢en generated by SHB. Then, for all € € R and all T > 1, the following holds:

< ||"/UO_$||2 + BD(x) CS2HB

=
n (52 -6+ 1) C§ 2
g (K.

Theorem 4.2. Suppose that Assumptions (Al)—(A4) and hold and consider the sequence
(x¢)¢en generated by QHM. Then, for all x € R% and all T > 1, the following holds:

T-1

1 |lzo —|> | vBD(x) [Clum
T ; Ef(@: — 2 Vi(@))] < 2n(1 —vp)T 1—vp b

U C(%HM
2

Convergence analysis for NSHB is performed using Theorem B2 with v = 1.

+ KSHM

Remark 4.1. To illustrate the validity of the evaluation metrics in Theorems Bl and B2, we include
Proposition B2 in Appendix B. It implies that, if the upper bound of the inner product (x; —
@,V f(x;)) becomes small, x; comes to approximate a local minimizer of f and that, if the upper
bound is negative, x; is simply a local minimizer of f. Therefore, Theorems E-ll and B2 can be used
to evaluate the inner products of unknown positivity.

4.2 ESTIMATION OF CRITICAL BATCH SIZE

We first define the stochastic first-order oracle (SFO) complexity, which is the stochastic gradient
computation cost. If an optimizer uses batch size b for training a DNNs, the optimizer computes b
stochastic gradients per step. If 7' is the number of steps needed to train the DNNs, the optimizer
has a stochastic gradient computation cost of T'b, which is the SFO complexity. We would like to
minimize SFO complexity in order to minimize the computational cost. Previous studies (Shallug
ef-all, POTY; Ma“ef all, POTS; McCandlish efall, POTX) have shown experimentally that the number
of steps T required to train a DNNS is halved when batch size b is doubled, but this phenomenon is
not observed beyond critical batch size b*. Therefore, the critical batch size is defined as the batch
size that minimizes the SFO complexity for training, which is why it is desirable for the optimizer
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to use the critical batch size that is the global minimizer of the SFO complexity 7'b. Zhang et al.
suggested that the critical batch size depends on the optimizer (Zhang et all, 2019), and liduka and
Sato theoretically proved its existence and provided a formula for estimating its lower bound from
the hyperparameters (liduka, P027h; Sata & Tiduka, P0733).

Letting ¢ > 0 and using Theorems BT, BT, and EJ, we take T, satisfying
— ZtT;"(‘fl E[(z; — =, Vf(x))] < €2 to be the number of steps required for training each op-

opt
timizer. Thus, €2 is a threshold and a stopping condition for training. Critical batch size bopt 18
defined as bgpt = argminbe[n] Toptb. From Theorems BT, BT, and B2, we can derive the following
proposition, which gives a lower bound on critical batch size bg,,. The proof of Proposition Bl and

a more detailed discussion of its derivation are given in Appendix B.

Proposition 4.1. Suppose that Assumptions (Al)—(A4) and B hold and consider SGD, SHB, and
QHM. Let ¢ > 0. Then, the following hold:

£ 1Cs6p 1+ > n(B* =B+ 1)Cu . > 770(22HM )
SGD 2 SHB 6(1 — 5)262 » YQHM (1 . Vﬁ)ez

Proposition B implies that the lower bound on the critical batch size of SHB is determined by
learning rate 7, the variance of the stochastic gradient CZ;z, momentum factor /3, and threshold
e. It has been shown experimentally that there is a relationship between critical batch size and e,
with more severe conditions increasing the critical batch size; see, for example, (Zhang et all, P019).
Our Proposition Bl theoretically supports their experimental results. It also provides a formula for
estimating the lower bound for the critical batch size. In practice, however, estimating the critical
batch size completely in advance is impossible because it involves an unknown, Cgpl. Nevertheless,
this is an important proposition because it connects theory and experiment, and we can use it to
back-calculate the variance of stochastic gradient Cfpt (see Section B3).

4.3 ESTIMATION OF VARIANCE OF STOCHASTIC GRADIENT

We experimentally demonstrated the existence of a critical batch size. For different batch sizes, we
measured the number of steps Tg,p, required for the gradient norm of the preceding ¢ steps at time
t to average less than e = 0.5 in training ResNetl8 (He“efall, DITA) on the CIFAR100 dataset
(Krizhevsky, P00Y). See Appendix B4 for more details on the experiments discussed in this section
and similar results on several datasets and models (see also Table ).

A learning rate n of 0.1 was used for all op- =
timizers, with a momentum factor 5 of 0.9 e
for SHB and NSHB. Figure O plots SFO com-

plexity Topb versus b. The estimated critical
batch sizes for SGD, SHB, and NSHB were
29,210 "and 29, respectively. From Proposition
BT and these experimental results, we can es-

timate the upper bound on the variance of the

stochastic gradient. For example, the variance

SFO

of the stochastic gradient of SGD for training batch size
ResNet18 on the CIFAR100 dataset can be ob- o
tained as Figure 2: SFO complexities for SGD, SHB, and
bian? 20 (0.5)2 NSHB needed to train ResNet18 on CIFAR100
O < 36D _ 2 19280. dataset versus batch size. The double circle sym-
0.1 bols denote the critical batch sizes that minimize

Similar calculations for SHB and NSHB lead to SFO complexity. The solid lines represent the
CSQHB < 925.3 and CI%ISHB < 128 (see Appendix mean value, and. the shaded areas represent the
BES). Thus, adding a momentum term reduces Maximum and minimum over three runs.

the variance of the stochastic gradient, and the

effect is seen especially in SHB for training ResNet18 on CIFAR100 dataset. We performed similar
experiments for training WideResNet-28-10 (Zagoruyko & Komodakig, P0T6) and MobileNetV2
(Sandlerefall, P0T¥) on CIFAR100 dataset and training ResNet18 on CIFAR10 dataset (Krizhevskyj,
2009). We also estimated an upper bound on the variance of the stochastic gradient Cgpl from a
similar discussion. The results are summarized in Table M. We also experimentally observed an
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upper bound on the gradient norm (see Assumption (A4)) for training ResNet18 on the CIFAR100
dataset: Ksgp = 4.528, Ksgg = 1.77, and Knsgs = 4.5 (see Appendix BF). These values are
used in our discussion of the smoothing property of SGD with momentum in Section B.

Table 1: The variance of stochastic gradient C’fpt for training ResNet18, WideResNet-28-10, and
MobileNetV2 on CIFAR100 and CIFAR10 datasets.

CIFAR100 CIFAR10
ResNet1l8 WideResNet-28-10 MobileNetV2 | ResNetl8
CSQGD 1280 10 20 20
CS2HB 25.3 0.79 6.33 0.79
2 SHB 128 1 2 2

5 DEGREE OF SMOOTHING AND GENERALIZABILITY

We have now completed estimating the unknowns in the equation for the degree of smoothing for
each optimizer (B)-(8) we derived in Section B. Using the value of the variance of the stochastic
gradient and the upper bound of the gradient norm obtained in Section B3, we can obtain the degree
of smoothing for each batch size. Figure B plots the degree of smoothing defined in (B)-(8) when
n = 0.1 and 8 = 0.9 versus batch size.

Training ResNet18 on CIFAR100 dataset Training ResNet18 on CIFAR100 dataset

Q\ - SGD
-~ SHB
-e- NSHB

—e— SGD
—e— SHB
—e— NSHB

IS

&

Y
g

~
test accuracy

degree of smoothing
o

o
8

o

as
215 50000 20 5 22 23 g4 25 28 21 28 20 g0 gu piz b
batch size

20 21 22 25 24 25 26 27 28 20 210 i piz i3 i
batch size

Figure 3: Degree of smoothing §56P, §SHB  and
ONSHE when n 0.1 and 8 = 0.9 for SGD,

Figure 4: Test accuracy for SGD, SHB, and
NSHB versus batch size in training ResNet18 on

SHB, and NSHB versus batch size in train-
ing ResNet18 on CIFAR100 dataset. See Ap-
pendix 4 for details on calculating the degree

CIFAR100 dataset. The solid line represents the
mean value, and the shaded area represents the
maximum and minimum over seven runs.

of smoothing and a logarithmic graph version
(see also Figure ).

Why and when momentum improves generalizability. We measured the test accuracy for 11
batch sizes for 200 epochs for training ResNet18 for SGD, SHB, and NSHB on the CIFAR100
dataset. As shown in Figure B, the generalizability of SGD and NSHB deteriorated as the batch size
was increased, whereas that of SHB remained stable. If the degree of smoothing is not sufficient,
the optimizer will fall into a sharp local optimal solution, and generalizability will be compromised.
Therefore, the reason SHB outperforms SGD and NSHB when the batch is large is that the degree
of smoothing of SGD and NSHB approaches zero, whereas SHB has a reasonably large degree of
smoothing even for large batches. This is also why the gap in generalizability between SGD and
SHB is more pronounced for large batches as observed in several previous studies (Shallue ef all,
2019; lelassi & 11, P0727; Kunsfner ef all, 20773).

Figure B also shows that SHB has stable generalizability for all batch sizes, but accuracy never ex-
ceeds 70%, which is highest accuracy of SGD and NSHB. This can also be explained by the greater
or lesser degree of smoothing shown in Figure B: SHB does not decrease in degree of smoothing
with increasing batch size but always has a greater degree of smoothing than SGD and NSHB. From
Lemma 7T, a too large degree of smoothing leads to too large deviations from the original func-
tion. Therefore, the reason that the test accuracy of SHB never exceeds 70% is that the degree of
smoothing for SHB is always slightly greater than the appropriate value. Then, we can say that the
degree of smoothing from b = 23 to b = 2%, where SGD and NSHB achieve high test accuracies, is
an appropriate value for training on the ResNet18 on CIFAR100 dataset.
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In summary, momentum improves generalizability when the batch size is large, but deteriorates
generalizability when the batch size is small. There is an impressive correlation between the degree
of smoothing and model generalizability, which is why we can say that the degree of smoothing
introduced by the optimizer’s search direction noise dominates model training and generalizability.

Remark 5.1. Recently, Wang et al. showed that when the learning rate is small, there is no signifi-
cant difference in generalization performance between SGD and SGD with momentum (Wang et all,
2074). SGD with momentum in their paper is NSHB in our paper (see (Wang et all, 2074, Definition
2.3) and our Algorithm [). Our results show that SGD and NSHB have same degrees of smoothing
(see Figure B), which results in nearly same test accuracy (see Figure B). Therefore, our results do
not conflict with theirs.

Remark 5.2. Let us explain the relationship between the degree of smoothing and expected loss.
Previous studies (Keskarefall, D0T7; [zmailov efall, POTX; Ciefall, POTX) have shown that the sharp-
ness around the approximate solution to which the optimizer converges is closely related to the gen-
eralization performance of the model, i.e., the expected loss. Sato and liduka (Safo & Tiduka, PO73H)
experimentally demonstrated that sharpness and the degree of smoothing introduced by search di-
rection noise are inextricably linked. That is, when the degree of smoothing is small (resp. large),
sharpness is large (resp. small). Thus, the degree of smoothing due to empirical loss is related to
expected loss, a measure of true generalization performance, via sharpness. In particular, the degree
of smoothing is correlated with generalization performance, as shown by a previous study (Safo &
liduka, PO23H) and our experimental results.

Resolving the contradiction between momentum and stochastic noise. Figure B shows that SHB
always has a greater degree of smoothing than SGD. Therefore, for SHB, which is often used ex-
perimentally, adding momentum increases the search direction noise. We can thus say that adding
momentum reduces the variance of the stochastic gradient (see Section B3) and conversely increases
the degree of smoothing introduced by the search direction noise. This is why the arguments that
“adding momentum should reduce stochastic noise” and that “stochastic noise leads to generaliz-
ability” do not conflict, which resolves the contradiction. Figure B also shows that NSHB has the
same degree of smoothing as SGD. Thus, for NSHB, which is rarely used experimentally, adding
momentum does not contribute to an increase in the degree of smoothing. In fact, the performances
of SGD and NSHB are very similar (see Figures @ and Bl). This not only demonstrates that the de-
gree of smoothing is a hidden factor governing the training of the model but also that the reason
NSHB is not as good and not used experimentally as often as SHB is that the degree of smoothing
does not differ from that of SGD despite the addition of momentum. Thus, for NSHB, there was no
contradiction regarding the momentum term and stochastic noise.

6 CONCLUSION

Our investigation of the smoothing properties of SGD with momentum resolved the contradiction
between momentum and stochastic noise, namely that adding momentum reduces gradient noise
and conversely increases search direction noise, which contributes to smoothing of the objective
function. It also showed that the degree of smoothing is determined by the hyperparameters such as
the momentum factor. Through convergence analysis and discussion of critical batch size estima-
tion, we derived the degree of smoothing numerically and found an impressive correlation between
the degree of smoothing and model generalizability. Specifically, too large or too small a degree
of smoothing leads to poor generalizability, whereas a moderate one leads to high generalizability.
From this perspective, we showed that SHB and NSHB are completely different, that NSHB has
almost no experimental value, and that the momentum factor in SHB maintains a high degree of
smoothing even when the batch is large. The relationship between the degree of smoothing and
model generalizability is, so to speak, a hidden factor in DNNs training, and it helps in selecting
the optimal hyperparameters and understanding the training dynamics of a DNNs. Finally, we em-
phasize that the degree of smoothing introduced by search direction noise is determined by several
hyperparameters, including the learning rate and batch size, that are easier to grasp than sharpness.
They are thus useful as a new measure of generalization performance. Deriving or estimating the
optimal degree of smoothing for generalization performance is important future work, which, if
accomplished, will reduce the huge computational cost of hyperparameter tuning.

10
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A CONVERGENCE ANALYSIS OF STOCHASTIC GRADIENT DESCENT (SGD),
STOCHASTIC HEAVY BALL (SHB), AND QUASIHYPERBOLIC MOMENTUM
(QHM)

A.1 VERIFICATION OF THE VALIDITY OF ASSUMPTION (A2)(II)

We measured the value ||Gg, (z¢) — V f(a)|| 500 times using ResNet18 trained on the CIFAR100
dataset by SGD, SHB, and NSHB (10,000 steps) to determine its magnitude. As seen in Figure
B, the variance of stochastic gradient C’gpt depends on the optimizer. In fact, the values for SHB
training are smaller than the ones for SGD training.

500 measurements [|Gg,(x:) — VAX:)|

30 A o
o

25 A

3
20 A 8

g ;
15 A
10_ %
g 2

SGD SHB NSHB

Figure 5: Box plot of 500 measurements of ||Gg,(x;) — Vf(x,)| using ResNetl8 trained
on CIFARIOO dataset by SGD, SHB, and NSHB (10,000 steps). The code used is avail-
able at our anonymous GitHub repository (https://anonymous.4open.science/r/
role—of—momentum).

Note that although these experimental results are important in motivating Assumption (A2)(ii),
Cfpt cannot be estimated from these results alone since C’(?Pt is a constant satisfying ||Gg, () —

Vf(x1)]| < C3, forany t € N. See Section @ for a discussion of our estimation of Cg,,.

A.2 PROPOSITIONS AND LEMMAS FOR ANALYSES

Proposition A.1. Forall z,y € R? and all o € R, the following holds:

laz + (1 = a)y|* = allz]* + (1 = &)llyl]* - a(l - a)llz - y*.

Proof. Since 2(z,y) = ||z||* + [|y[|* — ||z — y]||* holds, forall z,y € R? and all & € R,

laz + (1 = a)y|* = allz]* + 2a(1 — a)(z, y) + (1 - )|y
= aflz]* + a(1 — a)(lz* + [y l* = = = y[*) + (1 = a)*|ly|?
= aflz]* + 1 - )]y - a(l - )|z — y|*.

This completes the proof. O
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The following proposition describes the relationship between the stationary point problem and vari-
ational inequality.

Proposition A.2. Suppose that f : R® — R is continuously differentiable and x* is a stationary
point of f. Then, V f(x*) = 0 is equivalent to the following variational inequality: for all x € R,

(Vf(x*),z —x*) > 0.

Proof. Suppose that = € RY satisfies V f(z) = 0. Then, for all y € RY,
Suppose that x € R? satisfies (Vf(x),y —x) > 0 forally € R% Lety :=  — Vf(x). Then we
have
0<(Vf(@),y —z)=—|Vf()
Hence,
Vf(x)=0.
This completes the proof. O

Lemma A.1. Suppose that (A2)(ii) and (A3) hold for all t € N; then,
2

C t
Ee, [I9fs, (@) - Vi@l < =

Proof. Lett € Nand &, := (&1, - ,§t7b)T. Then, (A2)(ii) and (A3) guarantee that

b 2

Be, [IV 5. (@0) = V()] = e, | |33 Gev. (@) — Vi @0)

b i=1
- X . , )
=Ee, |15 Z Ge, . (@) — 3 Z Vf(xe)
i=1 i=1
- o ,
- Eﬁt g Z (Gft,i(mt) - Vf(.’llf))
i=1
1 e ’
= aBe |||D2 (Ge (1) = V(1))
=1
1 ’ )
= 2B | D 1Ge (@) = Vf(x)
i=1
< G
- b
This completes the proof. O

Lemma A.2. Suppose that Assumptions (A2) and (A4) hold, then for all t € N,

02
E[| Vs, (@)I”] < =2 + K3,

b

where E = E¢ Eg, ---Eg

Proof. Lett € N. From (A2)(i), we obtain
Ee, [IV /s, (@)|?|2] = Ee, [V fs, (@) = V() + V()| |:]
=Ee, [[Vs. (@) = V(@) |2:] +E [V F(@0)]|?|2]

+ 2B, [(Vfs, (@) = V(@) V(@2)]]
= E[|Vfs. (@) = V(@) ||e:] + IV F ()]

)
)

17
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which, together with (A2)(ii), (A4), Lemma BT, and E = E¢ E¢, - - - E¢, implies that

02
E[| Vs, (@)I] < 5% + Ko

This completes the proof. O

A.3 LEMMAS FOR THE CONVERGENCE ANALYSIS OF SHB

Lemma A.3. Suppose that Assumptions (A2)(ii), (A3), and (A4) hold, then for allt € N,

1 C2
E [[|rm]] < -3V % + Kip-

Proof. Let (x;)¢en be the sequence generated by SHB and ¢ € N. The definition of m; implies that
my = Vs, (z) + fmy—1
= Vs, (z:) + B(Vfs,_,(2i-1) + Bm—2)

=V /s, () + BV fs,_, (®i-1) + BV fs,_, (@) + -+ B'V fs, (20).
By using the triangle inequality, we obtain
[me]| = IV fs, (@) + BV s, (®c-1) + B2V fs,_, (T1-2) + - + BV fs, (o)
<V s (@)l + BIV fs,-i (@)l + B2V fs, o (@e—2) || + - + BV fs (20) |-

From Lemma B2,

Céup 2 Céup 2 2. | Cun 2 ¢ | Cius 2
E[||m.]] < b + Kgg + 58 b + Kgg + 8 TJFKSHBJF"’B T+KSHB

(1-p5") [Cm

= 1— B b + KS2HB
1 Cz
< 1-8 ZHB + Kyp-
This completes the proof. O

Lemma A.4. Suppose that Assumptions (A2) and (A4) hold, then for all t € N,

2 _ 1 02
< %(1 . 3 ( b +K§“B> |

E [Jlm?]

Proof. Let (x;):en be the sequence generated by SHB and ¢ € N. Proposition B guarantees that

B =BV s, (@) + mual?
= BIIV s, (me-1)|I” + (1 = B)llmes|* = |8V fs, () — (1 = B)m[|?
< BIV s (@) + (1= B)[me1]*.

Hence,
2 1 2 1 2
[V fs. (@) + myp—q||” < m”vfst (ze)]” + BllmtAH : (6)
On the other hand,
IV fs, (@) + mu > = Vs, (@)” + 2(V fs, (@), 1) + [y | (7

From (B) and (@), we obtain

IV s (@0 + 209 fs, @) macs) + sl < =519 s, (@) P+ 5 s

18
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Therefore,
B 2 1—p 2
2V fs,(ze), mi—1) < m“vfst(mt)ﬂ + T”mtil‘l . (®)

The definition of m; implies that

||| = IV fs, (1) + Brmg_s|?

= [V fs, (@)[I” + 28(V fs, (1), ms—1) + B2 |lmy 1. ©)
From () and (H), we obtain
2 1
Il < P2 IV S @0l + (5 = 6+ 1) e |
1
< E P sl
2
# (0 = 54 ) { TSIV e )P+ (9 = 1) el
1 _
< E P g ol oo+ L (32— 1) 9 w0l
By taking the total expectation on both sides, from Lemma A7, we obtain
- 1 2 - 1
E [lmel?] < SR [V S, (@] 4+ E o (5 - B+ 1) B (195 o))
>—fB+4+1 (C +1 Cc3?
_51_5ﬁ ( SbHB‘f‘KSQHB)‘*"”"'ﬁl ﬂﬁ (8 - 5+1)t( Sé)HB‘|'K52H]3>
_ PGl (Chu g ) LA ) T
T 1-p8 b SIS 1 — (82— B+1)
B*—B+1(C3 9 1
=715 ( ;B+K“9'1—w2—ﬁ+n
_ B =B+1 (Cp 2 1
2 (SR a8e) 505
_ B -B+1 (Cp 2
-G (3 )
This completes the proof. O

A.4 PROOF OF THEOREM E1I

Proof. Letx € R% and ¢t € N. The definition of x;; implies that
@1 — | = [[(@; — nmy) — ?
= ||zt — 2||* — 2n(xr — &, my) + 7|
= |l — x|* — 2n(@; — @, Vs, (@) + 2nB(x — @1, My _1) + 77 ||
We then have

Ee, [(@: — 2,V /s, (@0)]e]

1
— e, |5 (lon = @l? = L —2lP) + 5o = wmer) + P

On the other hand, Assumptions (A2)(ii) and (A3) guarantees that
]Ewt [Eﬁf |:<mt -, stt (mt» m75:|:| = ]Ewt |:<wt -, EE#, [vfst ($t)
= Eq, [(w¢ — @, V()]

“)]
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Hence, by taking the total expectation on both sides, we obtain

E[{z; — 2, Vf(z1))]

- 2% (B [lle: - 21?) — E [llze+1 — @[?]) + BE (@ — @t me1)] + JE [mel|”] -

According to Lemmas A3 and A74, Assumption B1], and the Cauchy-Schwarz inequality,
1
(e — 2, V(@) < 5o (E [Jae — )] ~E [ — )

D C? P—B+1) (C3
P i (e ).

Summing over t from ¢ = 0 tot =T — 1, we obtain

T—1
SB[ — @, V()] < % (E [llzo — ] - E [Jlzr — 2[?])
t=0

2
1000 [ g M0 (Gl
Therefore,
=
7 2 E[(@ — 2,V (@)
t—
2 2 2
< ||-’B02;Tt’13|| I BlD_(f;) CSZHB b K2+ néi;(l_ﬂ;)zl) (CstB +KSQHB>'
This completes the proof. O

A.5 LEMMA FOR CONVERGENCE ANALYSIS OF QHM

Lemma A.5. Suppose that Assumptions (A2) and (A4) hold, then for all t € N,

C(QQHM
E [l < == + Ko

Proof. The convexity of || - 2, together with the definition of d; and Lemma A7, guarantees that,

forallt € N,

E [ld:]*] < vBE [llde-1]*] + (1 = vB)E [V fs, (a¢)[|*]

02
< VBE [||de—1|*] + (1~ vB) < Tk K3HM> :
Induction ensures that, forall t € N,

2

C? C
E [Hdn||2] < max{||d1||27 QbHM + K(%HM} = % + KéHMv

where d_; = 0. This completes the proof. O

A.6 PROOF OF THEOREM
Proof. Letx € R% and t € N. The definition of ;. ; implies that
leitr — 33||2 = |[(zs — ndy;) — 33H2
= |l@; — x|* — 2n(x; — @, di) + 7?||dy|?
= |l — z||* = 2n(1 — vB){@: — T, Vs, (1)) + 2vB{x — ¢, dy—1) + 17| de]|.
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Then we have

e, [<mt —, Vs, (@) mt} = K¢, [M (Hmt - w||2 = @1 — m||2)
vB n
+1 — B ( — x4, di 1) + 2(1—VB)||dt|2‘mt] )

On the other hand, Assumptions (A2)(ii) and (A3) guarantee that

Emt |:E€t |:<wt -, stt (wt)> wt:” = Ewt |:<wt -, Eﬁt [vfst (wt)
=Ez, [(zt — 2, Vf())].
Hence, by taking the total expectation on both sides, we obtain

E(l@ — 2. V/@))] = 5y (Elle— o] =B [lows —=I?))

vB n 2
-8 E [(x mtydt—1>]+2(1_V5)E“|dt“ ].

According to Lemma BT, Assumption B, and the Cauchy-Schwarz inequality,

1
(e, — 2, Vf(@))] < 5o v (B [l — o)) ~E [Jee — ))

vBD (55‘) C(QQHM n CéﬁM
K?2 K? .
+ -3 b + QHM+2(1—VB) b + Kgum

Summing over ¢t from¢ = 0tot =T — 1, we obtain

“)]

+

~

1
Ef(z; — 2, Vf(z:))] < 2(7 E [llzo — 2] - E [[ler — «|])
t=0
VBD QHM C(?)HM 2
l—uﬂ \/ 171/5 ( p o Ham | T
Therefore,
T—1 2
1 |zo —|>  vBD(x) |Cqum
— > E - < K}
2
n CQHM 2
K, .
+ 2(1 —vp) ( b QHM>
This completes the proof. O

A.7 CONVERGENCE ANALYSIS OF SGD

convergence analysis of SGD is needed to discuss critical batch size.

Theorem A.1. Suppose that Assumptions (Al)-(A4) hold and consider the sequence ()N gen-
erated by SGD. Then, for all x € R? and all T > 1, the following holds:

T-1

E (@ — o, Vf(zy)] < 12—l 1 (%D +K§GD) .

1
T pare 2nT 2

Proof. Letx € R% and t € N. The definition of ;. ; implies that
[ze41 — 2] = (@ — 0V s, (1) — 2]
= ||@e — x||* = 2n(z: — &, Vs, () + 17|V fs, () ]|
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Then we have

Ee, |(@: — @, Vfs.(@1))

1 Ul
ivt} = Ee, [27] (loe — x)|* = [|@g1 — x]?) + §||stt (z:))]?

On the other hand, Assumptions (A2)(ii) and (A3) guarantee that

Ez, {Egt [(iﬂt —x,Vfs (z))

:ct” =E,, [<wt —x,Ee, [stt (z4)
=Eg, [(z: — 2, Vf(x4))] -

Hence, by taking the total expectation on both sides, we obtain

“)]

El(@; — 2, Vf(z:))] = % (B [l — 2|*] = E [l —2]?]) + gﬂ‘l [IV s, ()7 -

According to Lemma A7,

Elfer - 2.9/ (@)] < 5 (& [lo - al?) - & [Jow —al)) + § (S92 + ki)

Summing over ¢ from¢t = 0tot =T — 1, we obtain

T-1

> Ellar - . VS @)l < o (5 [leo — al) ~ & [Jor ~2lP]) + § (52 + ki

t=0

Therefore,

L\ leo — | 0 (Clap , g2
— — < 7 )
7 3 Bl Vi) < P (S s k)

This completes the proof.

B  ANALYSIS OF CRITICAL BATCH SIZE FOR SGD, SHB, AND QHM

xTr

)

Following earlier studies (lidukd, P077hR; Safo & Tiduka, P07733), we derive Proposition Bl for es-
timating a lower bound on the critical batch size. First, the convergence of the optimizer must be
analyzed (Theorems AT, B, and BEZA), and on the basis of that analysis, the number of steps T'
required for training is defined as a function of batch size b (Theorem BTI). Next, computational
complexity is expressed as the number of steps multiplied by the batch size, and computational com-

plexity T'(b)b is defined as a function of batch size b. Finally, we identify critical batch size b*

that

minimizes computational complexity function 7'(b)b (Theorem B7) and transform the lower bound

for each optimizer (Proposition ETI).

B.1 RELATIONSHIP BETWEEN BATCH SIZE AND NUMBER OF STEPS NEEDED FOR
€-APPROXIMATION

According to Theorems B, B, and B, the following hold:

(1) for SGD,
T-1
1 o _5’3“2 n CSQGD 2
— E —x,V < — 4+ - [ =222 4+ K
T2 (z: — =, Vf(x))] < T + 5 b + Ksep
_ |20 — z|? 1 n 1C36p 1 + 7IK520D.
2n T 2 b 2
N , —— ~——
=:Xs6D =:Ysep =:2Z5GD

22
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(ii) for SHB,

1 T—-1
> E[(@: —x, V(x))]
t=0

—z|?>  BD B> —B+1) (CE
< ool | B0 G+ i+ Lo (B i)
feo—al? 1 (5 ~B+1)Ciuy 1
2n T 26(1 - B)? b

=l

=:XsuB =:Ysus

2-B+1 D
P g ) g | av

(iii) for QHM,

1 T-1
S E (@i — 2, V()]
t=0

H(L'O — £D||2 VBD(:B) /2 2 n CSHM 2
2n(1 —vp)T + 1—-vp Cam + Ko + 2(1 —vpB) b Ko

_llwo—=> 1 1CGm 1 [ 1T %\/ﬁ
=0 od) T T o= vd) b T ) 21 o) et T, 5 Gl Ko
D s —

=:Xqum =:Youm

N

=:Zgum

(12)

The relationship between b and number of steps Tsgp, Tsup, and Toum satisfying an e-approximation
is as follows:

Theorem B.1. Suppose that Assumptions (Al)-(A4), and hold and consider SGD, SHB, and
QHM. Then, TSGD(b), TSHB (b), and TQHM(b) deﬁned by

Toan(b) i= (e e < Toaw for b> 22— (13)
Tsup(b) := @ - Zf::;bb— Yors < Tsup for b> 62}_@%, (14)
Tom(b) == a Zio;;\zb_ o < Toum for b > % (15)
satisfy
1 Tsgp—1 )
Ton ; E[(@ — =, Vf(z:))] < €,
1 Tsup—1 )
Tom ; E[(@; —x, Vf(z:))] < €,
1 Tonm—1 )
Tom tz:; E[(x: —x, Vf(x:))] < €.

In addition, the functions Tsgp(b), Tsup(b), and Toum(b) defined by (I3)-(3) are monotone de-

i Ysap Ysus Youm
creasing and convex for b > Z=22—, b > Z=0—, and b > Z=7 .
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Proof. According to (IM) and (I3), SGD achieves an e-approximation. We have that, for b >

Ysep

2—Zsan’
dTsep(b) _ —XsopYsep <
db {(e2 — Zsap)b — Ysap}® ~
d*Tsep(b) _ 2XsapYsep (€2 — Zsap) >0
db? {(e2 — Zsop)b — Ysap}®
Therefore, Tsgp(b) is monotone decreasing and convex for b > 623_/5%‘300. The discussions for SHB
and QHM are similar to the one for SGD. This completes the proof. O

B.2 EXISTENCE OF A CRITICAL BATCH SIZE

The critical batch size minimizes the computational complexity for training. Here, we use stochastic
first-order oracle (SFO) complexity as a measure of computational complexity. Since the stochastic
gradient is computed b times per step, SFO complexity is defined as

Xsopb?
T: b)b =
SGD( ) (62 — ZSGD)b — E@GD7
Xsupb?
T b)b = d 16
SHB( ) (62_ZSHB)b_§/SHBv an ( )
X b?
Tomu (b)b = QHM

(62 — ZQHM)b — YQHM.
The following theorem guarantees the existence of critical batch sizes that are global minimizers of
Tsep(b)b, Tsup (b)b, and Tonm (b)b defined by (IH).

Theorem B.2. Suppose that Assumptions (Al)-(A4) and hold and consider SGD, SHB, and
QHM. Then, there exist

2Yscp

2Ysup
€2 — Zsep

b
€2 — Zsup

2YQHM
62 — ZQHM

*

bSgp = , bdup = and by = 17

such that bigp, minimizes the convex function Tsgp(b)b (b > Ysop/(€2 — Zsap)), biyg minimizes
the convex function Tsup(b)b (b > Ysup/(€2 — Zsus)), and boum Minimizes the convex function

Toum(b)b (b > Youm/ (€% — Zgum))-

Proof. From (IC2), we have that, for b > Ysgp/(€? — Zscp)),
dTsep ()b Xsapb { (€ — Zsap)b — 2Ysap |

db {(e?2 = Zsgp)b — YSGD}2 ’
d*Tyep ()b _ 2XsepYZp -
db? {(€2 — Zsap)b — Ysap}®

Hence, Tsgp(b)b is convex for b > Ysop /(€2 — Zsgp) and

<0 ifb < bigp,

=0 ifb="bigp = g,
>0 ifb> bip-

dTs6p(b)b
db

The discussions for SHB and QHM are similar to the one for SGD. This completes the proof. [

B.3 PROOF OF PROPOSITION E1I

Proof. Theorem B2 and the definition of Ysgp and Zsgp (see (I0)) ensure that
2Yscp - 2Ysap _ 2 nCisp _ nC%ap

bigp = =
SGD €2 — Zsgp €2 €2 2 €2
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Similarly, for SHB, from Theorem B and the definition of Ysyg and Zgyp (see (1)), we obtain

2Ysup 2Ysup _ 2 1 (B =B +1) Cdyp n (8% = B+1) Cdyp

by 1= = =
SHB ™ €2 — Zoup €2 €2 26(1 - B)? B(1 — B)%e?
Finally, for QHM, from Theorem B2 and the definition of Youm and Zgum (see (I2)), we obtain

o . 2Youm - 2Youm _ 2 1C5um _ 1C5um
QM ™ €2 _ Zoum €2 e 2(1—-vB) (1—-vp)e
This completes the proof. O

B.4 MORE DETAILS ON EXPERIMENTAL RESULTS IN SECTION E3

Since SFO complexity is expressed as the product of the number of steps and the batch size, we
first measured the number of steps 1" required to achieve a sufficiently small gradient norm for each
batch size. Figure B plots the number of steps 7" needed to achieve the gradient norm of the past ¢
steps at time ¢ to average less than ¢ = 0.5 versus batch size b. The figure shows that the number
of steps for each optimizer was mostly monotone decreasing and convex with respect to batch size
b, which provides experimental support for Theorem Bl. Next, we calculated SFO complexity
by multiplying number of steps 1" by batch size b. As shown in Figure [, SFO complexity for each
optimizer was convex with respect to batch size b, which provides experimental support for Theorem
B, We performed similar experiments on training WideResNet-28-10 on CIFAR100 and obtained
similar results. The results are plotted in Figures [ and [3.

B.5 COMPUTING VARIANCE OF STOCHASTIC GRADIENT USING PROPOSITION E1I

Training ResNet18 on CIFAR100 dataset: From Proposition Bl and the hyperparameters used in
the experiments for training ResNet18 on the CIFAR100 dataset, we obtained

biope 29 (0.5)2

Céop < = = 1280,
SGD " 0.1
bipe2B(1—B)2  210.(0.5)2-0.9-(0.1)2
Cép < SHB = = 25.318,
SIS (B2 - B+ 1) 0.1-0.01
bisupe (1 — 29.(0.5)%-(1—1-0.9
CI?JSHB < NSHB6 ’r(] V/B) — (0 ) 0(1 0 ) — 128,

where n = 0.1, 3 = 0.9, = 1, and € = 0.5 were used in the experiments and bl = 27, bip =
219 and bgyp = 2° were measured by experiment (see Figure O).

—e— SGD —e— SGD
—e— SHB —e— SHB
—e— NSHB —e— NSHB

steps
SFO

N
N
N

batch size batch size

Figure 6: Number of steps for SGD, SHB, and Figure 7: SFO complexities for SGD, SHB, and

NSHB needed to train ResNet18 on CIFAR100 NSHB needed to train ResNet18 on CIFAR100

dataset versus batch size. The solid line repre- dataset versus batch size. The double circle de-

sents the mean value, and the shaded area rep- notes the critical batch size that minimizes SFO

resents the maximum and minimum over three complexity. The solid line represents the mean

runs. value, and the shaded area represents the maxi-
mum and minimum over three runs. This is the
same graph shown in Figure 2.
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To discuss the noise level of smoothing in Section B, we also measured the gradient norm and its
upper bound. The measured gradient norm was larger for smaller batch sizes, with maximum values
of 4.528, 1.77, and 4.5 for SGD, SHB, and NSHB, respectively. We used this value as an upper
bound on the gradient norm (i.e., Ksgp := 4.528, Ksyp := 1.77, and Knsyp := 4.5) for training
ResNet18 on the CIFAR100 dataset.

Training WideResNet-28-10 on CIFAR100 dataset: From a similar discussion, for training
WideResNet-28-10 on the CIFAR100 dataset, we obtained

X 2 92.(05)2
C2p < ban€ _ (0.5) — 10,
0.1

bipe?B(1—B)*  2°-(0.5)*-0.9-(0.1)2
Clpp < sus€ (1 — B) _ (0.5) (0.1) — 0.79,

n(B? - B +1) 0.1-0.91

bisup€>(1 — 22.(0.5)2-(1—1-0.9
Clap < NSHB € f} vB3) _ (0.5) 0(1 ) — 1.0,

where 7 = 0.1, 8 = 0.9, = 1, and € = 0.5 were used in the experiments and by, = 22, by =
25, and by = 22 were measured by experiment (see Figure [3). We also used it as an upper
bound on the gradient norm (Kgsgp := 4.259, Ksuyp := 1.66, and Kynsup := 4.262) for training
WideResNet-28-10 on the CIFAR100 dataset.

—e— SGD
—e— SHB
—e— NSHB 10°

steps
SFO

2 28 2 210 o0 22 2 24 25 26 2 2 2 20 21
batch size batch size

N

Figure 8: Number of steps for SGD, SHB, and
NSHB needed to train WideResNet-28-10 on CI-
FAR100 dataset versus batch size. The solid
line represents the mean value, and the shaded
area represents the maximum and minimum over
three runs.

Figure 9: SFO complexities for SGD, SHB, and
NSHB needed to train WideResNet-28-10 on CI-
FAR100 dataset versus batch size. The double
circle denotes the critical batch size that mini-
mizes SFO complexity. The solid line represents
the mean value, and the shaded area represents

the maximum and minimum over three runs.

Training MobileNetV2 on CIFAR100 dataset: From a similar discussion, for training MobileNet-
v2 on the CIFAR100 dataset, we obtained

x 2 3. 2
2 < bsope® _ 2°-(0.5)* _ 2,
0.1
bapeB(1— B)2 28.(0.5)2-0.9-(0.1)2
Cs SLB = =6.33
SHB S (82— B+ 1) 0.1-0.01 ’
2o < b;ISHBei(Yl —vB) _2°- (0.5)2(-)(11 —1-09) _ 2.

where 7 = 0.1, 8 = 0.9, = 1, and € = 0.5 were used in the experiments and b§qp, = 22, by =
25, and by = 2% were measured by experiment (see Figure [3). We also measured the gradient
norm and its upper bound; the maximum value of 1.43 for SHB, i.e., Ksyp := 1.43.
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2
batch size

Figure 10: Number of steps for SGD, SHB,
and NSHB needed to train MobileNetV2 on CI-
FAR100 dataset versus batch size. The solid
line represents the mean value, and the shaded
area represents the maximum and minimum over
three runs.

23 2 25 2° 2 2 2 2

2
batch size

Figure 11: SFO complexities for SGD, SHB,
and NSHB needed to train MovileNetV2 on CI-
FAR100 dataset versus batch size. The double
circle denotes the critical batch size that mini-
mizes SFO complexity. The solid line represents
the mean value, and the shaded area represents
the maximum and minimum over three runs.

Training ResNet18 on CIFAR10 dataset: From a similar discussion, for training ResNet18 on the

CIFAR10 dataset, we obtained

x 2 23.(0.5)2
C2p < ban€ _ (0.5) — 920,
0.1
bigpe?B(1—B)%  25-(0.5)%-0.9-(0.1)2
Clpp < sus€ (1 — B) _ (0.5) (0.1) — 0.79,
n(B? - B +1) 0.1-0.91
2o < b;;SHBei(Yl —vB) _2°- (0.5)2(-)(11 —-1-09) 2.

where n = 0.1, 3 = 0.9, = 1, and € = 0.5 were used in the experiments and b%gp = 22, byp =
25, and bigyp = 2% were measured by experiment (see Figure [3). We also measured the gradient

norm and its upper bound; the maximum value of 1.134 for SHB, i.e., Ksyp := 1.134.

—e— SGD
—e— SHB
—e— NSHB

SFO

b

2
batch size

Figure 12: Number of steps for SGD, SHB, and
NSHB needed to train ResNetl8 on CIFAR10
dataset versus batch size. The solid line repre-
sents the mean value, and the shaded area rep-
resents the maximum and minimum over three
runs.

2
batch size

Figure 13: SFO complexities for SGD, SHB, and
NSHB needed to train ResNetl8 on CIFAR10
dataset versus batch size. The double circle de-
notes the critical batch size that minimizes SFO
complexity. The solid line represents the mean
value, and the shaded area represents the maxi-
mum and minimum over three runs.
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C SMOOTHING PROPERTY OF OPTIMIZERS WITH A MINI-BATCH STOCHASTIC
GRADIENT

C.1 PROOF OF LEMMA 1

Proof. From Definition IZI and (C2), we have, for all 2,y € R?,

fs(@) = f(@)] = [Ey [f(2 - u)] - f(2)|
= [Eu [f(z = du) — f(2)]|
S Ey [|f (2 = du) — f()]]
S Ey [Lyll(z — 0u) — 2]
= OLsEq [[[u]].
This completes the proof. O

Remark C.1. Since the standard normal distribution in high dimensions d is close to a uniform
distribution on a sphere of radius Vd (Vershynin, POTX, Section 3.3.3), in deep neural network

training, for all u ~ A (0; %Id),

Therefore, we have

fs(x) = fx)| < oLy

C.2 PROOF OF THEOREM B

Proof. The definition of m, implies that
2
[P B[] = [lme — Y f ()|
= IV s, (1) + Bmyy — V()|
= Vs, () = V(@) +28(V fs, (@) = VI (@:), mi 1) + 5°me |,
Hence, from Lemmas B2 and B~4, we obtain
2
E [[|wf™|*] =E [I1Vfs,(20) ~ V@] + 6E [ )]
2 2
< Csup n B(B*—B+1) (CSHB +KSHB>

Tb -5 b
P-B+ 1D\ C B -p+1
= (1 ) S P

Similarly, the definition of d; implies that
2
™" = lid = V(@

= |1 = vB)V s, (1) + vBdi1 — V f ()|

= (1 = vB) (Vs (@) = VI(x1)) +vB(dir — Vf(z:))|?

= (1= vB)?|Vfs, (@) = V()| +v*B82di1 — V(1)
+2vB(1 —vB)(Vfs,(xt) = Vf(xt), di—1 — V().

Therefore, from Assumption (A2)(i) and v3 < 1, we obtain
2
| ™| = 0 - 07 (1975 @0 - Tr@I] 4257 [l - V@] a8)
< (1= vBPE [|IV fs. (@) = VS (@)*] + E[ldis = VS @)IP] . (9
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On the other hand, Proposition AT guarantees that
E [Hw?HMH ] (1= vB)E [V fs, (@) = VF(20)|*] +vBE [lldy1 — V£ ()]
—vB(1 = vB)E [lldi—s — Vs, (@] - 20)
From (IR) and (Z0), we have
E[ldi-1 = VF(@o)*] = E |lldios = Vs, (@0)|*]| — E ||V s, (@) = V@)IP] @D
<E[ld1 - Vs, (@)I] @2
Therefore, from (I9) and (Z), we obtain
B[] < vot-2 w008 1955, (@) - Voe0I] +E [lds - Vs @0l?] - @3
Then, let us show that, forall t € N,

E [ld—1 = Vs, (@0)|?] < vB@ —vB)E[IVfs, (@) - V@] 4)

If (Z4) does not hold, there exists ¢y € N such that

E[Hdt()*l _vato(wtg)Hﬂ >V/6(2_V6 [vasto wto) Vf(wto)Hﬂ )

which implies

E[[[V /s, (@) = Vf@)|*] < mﬁ ldig-1 = Vs, @)*] - @9
Hence, from (23) and (23),
QHM 1 2
[Hw H } <vB(-2+vp) {ME |:Hdt0—1 - stto (mto)H }}

+E Mdto_l = Vs, (mto)Hz]
=0.

> 0, there is a contradiction. Therefore, (Z4) holds for all ¢ € N. Then,
Lemma AT, (IR), (Z2), and (24) ensure that

|| < @ - v07 1975 (@0 - V@0
+ V3582~ VB)E [V fs, (@) - V(2]

— {1 —vB)? + B2~ vB)} E [IIV fs. (@) — V()
< 1 C(%HM

“1-vB b
This completes the proof. O

2
QHM
wyy

C.3 DERIVATION OF EQUATION (D)

Let y, be the parameter updated by the gradient descent and x; be the parameter updated by SHB
at time ¢; i.e.,

yi =z — VYV f(21),
L1 = Ty — NNy

=z, — (V. f(x:) + wi™).
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Then, we obtain

L1 = Ty — NNy,
= (ye +nV () —nmy
=y —nw'®, (26)

from wPtB := m; — V f(x;). Hence,
Y1 = Tep1 — NV f(@e41)
=y —nwp " =V fye —nwp).
By taking the expectation with respect to w;"™® on both sides, we obtain, from E s [wi™®] = 0,
Ew?—m [ytJrl] = EwEHB[yt] — nva}?HB [f( nthHB)] ,

where we have used E,,, [V f(y: — nw:)] = VE,, [f(y: — nw:)], which holds for the Lipschitz-
continuous and the differentiability of f (Shapiro et all, 2009, Theorem 7.49). These conditions are
guaranteed in our Assumption (A1). In addition, from (Z8) and E,ms [w?HB] = 0, we obtain

B gm [Ti1] = ye.

Therefore, on average, parameter ;1 of function f arrived at using the SHB method coincides
with parameter y; of smoothed function f(y:) := E, s [f (y: — nw{™B)] arrived at using gradient
descent. A similar discussion yields a similar equation for QHM.

C.4 DETAILS OF CALCULATING DEGREE OF SMOOTHING IN FIGURE
Training ResNet18 on CIFAR100 dataset: From (B)-(H), the hyperparameters used in the experi-

ments, and the value estimated in Section B3 for training ResNet18 on the CIFAR100 dataset, the
degree of smoothing can be calculated as

C2 1280 12.8
sep __ ./ YSep _ L .
) =7 b, 0.1 5 b

o _ \/ Chus 6=+ (CstB K

25315 0.9-091 (25318
—0.1. 1.77)?
0 \/ (0.1 ( p T )

25. 318

=0.1-4/82.9-

\/ +257

5N SHB _ NSHB . 128

+81.9 - 3.1329

12.8

where = 0.1 and 8 = 0.9 were used in the experiments, Cagp = 1280, C2yp = 25.318, and
Ciqqp = 128 were calculated in Section B3, and Kgsyp := 1.77 was observed in Section B3,
Figure 4 plots the computed degrees of smoothing 6P, §5HB, and 6NSHE versus batch size b in
training ResNet18 on CIFAR100. Figure 3 is a logarithmic graph version of Figure [4.
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Training ResNet18 on CIFAR100 dataset Training ResNet18 on CIFAR100 dataset
[ —o— SGD
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degree of smoothing
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20 21 22 23 24 25 26 27 28 29 20 pu 222 213 2ls 215 50000 20 1 22 25 g6 25 g0 21 28 20 g0 g gz g ol i
batch size batch size

Figure 14: Degrees of smoothing §56P, 65HB and Figure 15: Logarithmic graph version of Figure
SNSHB versus batch size in training ResNet18 on [[4, clearly showing that 5P becomes smaller as
CIFARI100 dataset. This is the same graph the batch size is increased.

shown in Figure B.

Training WideResNet-28-10 on CIFAR100 dataset: A similar argument can be made for the
WideResNet-28-10 training. From (B)-(H), the hyperparameters used in the experiments, and the
value estimated in Section B3 for training WideResNet-28-10 on the CIFAR100 dataset, the degree
of smoothing can be calculated as

CZ 10 0.1
sGD _ . /YSap _ 1. /XY
0> =1 b 0.1 5 b

2 _ 2
§SHB _ n\/CSbHB n ﬁ(ﬁ(i _g)‘; 1) <CstB 4 KSZHB>

0.79  0.9-0.91 /0.79
- 1.66)2
0 \/b + 01)2 (b + ( 66))

0.1- \/829 £+819 2.7556

~ A ? + 2.26,
C2 / 1
SNSHB _ NSHB =
-09 b
0.1
b
1

where 7 = 0.1 and 8 = 0.9 were used in the experiments, Cagp = 10, Cayp = 0.79, and Clgup =
1.0 were calculated in Section B3, and Ksyg := 1.66 was observed in Section B3.

Figure [[¥ plots the computed degrees of smoothing 65P, §5HB  and §NSHB versus batch size b in
training WideResNet-28-10 on CIFAR100. Figure [ is a logarithmic graph version of Figure I3
showing that, for WideResNet-28-10 as well, the degree of smoothing with SGD with momentum
is always greater than with SGD. A comparison of Figures [4 and I8 shows that each optimizer
was more robust to batch size in training WideResNet-28-10 than in training ResNet18. Therefore,
generalizability may be less affected by batch size for training WideResNet-28-10 than for training
ResNet18. This is shown to be true in Appendix DI

A similar argument can be made for training MobileNetV2 on CIFAR100 dataset (Figures [d and
[[72) and ResNet18 on CIFAR10 dataset (Figures 2 and 211).
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Training MobileNetV2 on CIFAR100 dataset

Training MobileNetV2 on CIFAR100 dataset

o

degree of smoothing
°

<« =-= SGD
\\\ -e- SHB
\ ~e- NSHB
| 8
o N
= ,
£ LS
3 o
8 ...
5 haa SR
k]
810
>
g
3
. \N“
X 21 22 2 20 2 20 2 20 2 2 g o2 o8 2+ 25 50000
batch size

Figure 16: Degrees of smoothing 6P, §SHE,
and ONSHB versus batch size in training Mo-
bileNetV2 on CIFAR100 dataset.

Training WideResNet-28-10 on CIFAR100 dataset

20 21 22 23 3¢ 25 20 31 28 29
batch size

20 i1 21z g3 54 Zi550000

Figure 17: Logarithmic graph version of Fig-
ure M@ more clearly showing that 5P becomes
smaller as the batch size is increased.

Training WideResNet-28-10 on CIFAR100 dataset
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Figure 18: Degrees of smoothing §5°P, §SHB,
and 6NSHB  versus batch size in training

WideResNet-28-10 on CIFAR100 dataset.

Training ResNet18 on CIFAR10 dataset
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Figure 19: Logarithmic graph version of Fig-
ure I8 more clearly showing that 55 becomes
smaller as the batch size is increased.

Training ResNet18 on CIFAR10 dataset
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Figure 20: Degrees of smoothing 65°P, 6SHE, and
SNSHB versus batch size in training ResNet18 on
CIFARI1O0 dataset.
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Figure 21: Logarithmic graph version of Fig-
ure 20 more clearly showing that 65°P becomes
smaller as the batch size is increased.
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D MORE DETAILS ON EXPERIMENTAL RESULTS IN SECTION B

This section complements Section B. The experimental environment was as follows: NVIDIA
GeForce RTX 4090x2GPU and Intel Core 19 13900KF CPU. The software was Python 3.10.12,
PyTorch 2.1.0, and CUDA 12.2. The code is available at https://anonymous.4open.
science/r/role—of—-momentum.

D.1 EXPERIMENTS ON GENERALIZABILITY OF SHB AND NSHB

We suggest that the generalizability of the model is determined by the degree of smoothing. In
both SGD and SGD with momentum, if the degree of smoothing ¢ is too low, the process can be
considered equivalent to optimizing a function f5 close to the original multimodal function f by gra-
dient descent, which leads to a sharp local optimal solution and less than excellent generalizability.
Therefore, a sufficiently large degree of smoothing is required to obtain sufficient generalizability.
On the other hand, from Lemma [ZT], too high a degree of smoothing may conversely lead to large
deviations from the original function and may prevent successful optimization. We confirmed these
considerations by experiment. We used learning rate of 0.1 and momentum factor of 0.9 in all
experiments.

As shown in Figures B and IR, the degree of smoothing with both SHB methods stopped decreasing
and stagnated from a certain batch size. Let us call bsup the batch size at which stagnation beglns
For the training of ResNetl8, bSHB = 27, while for the tralmng of WideResNet-28-10, bSHB =
24, Therefore, when using an SHB method with a batch size greater than 27 for the training of
ResNet18 and greater than 2* for the training of WideResNet-28-10, the generalizability should be
approximately equal since they can be regarded as optimizing smoothed functions with noise levels
approximately equal.

Training ResNet18 on CIFAR100 dataset Training WideResNet-28-10 on CIFAR100 dataset
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Figure 22: Test accuracy for SGD, SHB, and Figure 23: Test accuracy for SGD, SHB, and
NSHB versus batch size in training ResNet18 NSHB versus batch size in training WideResNet-
on CIFAR100 dataset. This is the same graph 28-10 on CIFAR100 dataset.

shown in Figure 8.

We measured test accuracy with batch sizes of 23 to 2!3 for 200 epochs for training ResNet18
(Figure I2) and with batch sizes of 22 to 2! for 200 epochs for training WideResNet-28-10 (Figure
3) with SGD, SHB, and NSHB on the CIFAR100 dataset. In both cases, the generalizability of
SGD worsened as the batch size was increased, whereas that of SHB remained stable. Moreover,
SHB achieved almost equal test accuracy from batch sizes of 2% to 2!2 for ResNet18 and from batch
sizes of 2% to 2° for WideResNet-28-10. For very large batch sizes, i.e., 2! for ResNet18 and 21°
and 2! for WideResNet-28-10, accuracy decreased even though the degree of smoothing was the
same. Note that these results are for 200 epochs for all batch sizes, meaning that the number of steps
may have been insufficient for the larger batch sizes. When using the CIFAR100 dataset and 200
training epochs, the number of parameter update steps is 1, 250, 000 for a batch size of 23 but only
1400 for a batch size of 2'3.

D.2 DISTRIBUTION OF SEARCH DIRECTION NOISE

We collected 3000 each of search direction noise w?"B and wHB and tested whether each ele-
ment follows a normal distribution. They were collected at the point where ResNet18 had been
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trained on the CIFAR100 dataset (10,000 steps). ResNet18 has about 11M parameters, so w?HB
and wHB form an 11M-dimensional vector. Figures 24 and I3 plot the results for the w?"B and
wNSHB elements from dimension 0 to dimension 100,000. Figures A and D7 present the results for
all elements. These results demonstrate that each search direction noise, w?"B and wNSHB, follows

a normal distribution.

Histogram from 0 to 100000 di Histogram from 0 to 100000 di

3000 3000

2500 2500

2000 2000

Density
Density

1500 1500

1000 1000

100 -00075  -0.0050  -0.0025 00000 00025 00050 00075 0.0100 100 -00075  -00050  -0.0025 00000 00025  0.0050 0.0075 0.0100
Value Value

Figure 24: Distribution of 3000 w?"B elements Figure 25: Distribution of 3000 wNHB elements
from 0 to 100,000 dimensions. from 0 to 100,000 dimensions.
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Figure 26: Complete results for distribution of 3000 w;"® elements. The distribution is plotted

separately for each 100,000 dimensions.
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Figure 27: Complete results for distribution of 3000 w;

separately for each 100,000 dimensions.
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