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Abstract001

This paper investigates how emotions are ex-002
pressed in 19th-century Danish and Norwegian003
literature and whether contemporary language004
models can detect them. We introduce a lin-005
guistically and culturally grounded annotation006
scheme distinguishing conceptual, expressive,007
and non-verbal emotion expressions. Apply-008
ing this scheme, we construct a multi-label009
dataset of sentences from the MeMo corpus,010
annotated with nine emotion categories based011
on Plutchik’s theory. We evaluate seven Dan-012
ish and Norwegian pre-trained language mod-013
els on this task and propose a novel Plutchik-014
aware Soft-F1 metric that accounts for affective015
proximity between emotion categories. Our re-016
sults show that while models like DFM-Large017
achieve strong performance on standard met-018
rics, they still struggle with overlapping and019
subtle emotional expressions common in lit-020
erary texts. The study highlights the chal-021
lenges of operationalizing emotion theories in022
NLP and the importance of interdisciplinary023
approaches to modeling affect in historical and024
narrative domains.025

1 Introduction026

Since the millennium change, the humanities have027

experienced what has been widely referred to as the028

affective turn—an intensified focus on emotions029

as central to human experience, cultural practices,030

and historical development (Clough and Halley,031

2007). Parallel to this, emotion analysis (EA) has032

become an increasingly prominent area of research033

in natural language processing (NLP) over the past034

decade (Plaza-del Arco et al., 2024a). Despite035

these converging interests, there remains a lack of036

robust theoretical and methodological frameworks037

that explicitly and effectively combine psycholog-038

ical, linguistic, literary, and cultural theory with039

computational approaches.040

This paper addresses this interdisciplinary gap041

by developing a theoretical framework for under-042

standing how emotions are expressed in literary 043

texts and examining whether contemporary lan- 044

guage models can detect them. We present three 045

main contributions: (1) We introduce an annotated 046

dataset of 19th-century Danish and Norwegian 047

literary texts labeled with emotion categories in- 048

formed by psychological, linguistic, literary and 049

cultural theory; (2) We evaluate the performance 050

and generalization capabilities of large language 051

models for classifying emotions in long and com- 052

plex texts; (3) We propose a theoretical framework 053

that brings together insights from psychology, lin- 054

guistics, literary theory, and NLP to support future 055

research on the cultural and historical formations 056

of emotions. 057

2 Related work 058

Emotion analysis in NLP. Emotion analysis is 059

a rapidly growing field within NLP. It has been ap- 060

plied to various types of textual material, including 061

social media data (Mohammad and Kiritchenko, 062

2015), news articles (Staiano and Guerini, 2014), 063

customer reviews (De Geyndt et al., 2022), tran- 064

scribed conversations (Creanga and Dinu, 2024), 065

literary fiction (Kim and Klinger, 2018), and poetry 066

(Haider et al., 2020; Konle et al., 2024). 067

Despite its well-established presence in the field, 068

emotion analysis remains a complex task with sig- 069

nificant challenges (Plaza-del Arco et al., 2024a). 070

In particular, two major challenges persist. First, 071

the theoretical conceptualization of adapting psy- 072

chological theories to examine linguistic and cul- 073

tural data. Second, the operationalization of this 074

theorization into methods suitable for computa- 075

tional analysis. This paper seeks to address these 076

challenges by proposing a robust theoretical and 077

methodological framework for emotion analysis 078

that can be applied to cultural analysis. 079

Computational analysis of Scandinavian liter- 080

ary texts. Recent work has applied NLP meth- 081
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ods to 19th-century Scandinavian literature. These082

studies have produced pre-trained language models083

for historical texts (Al-Laith et al., 2024a), devel-084

oped sentiment classification approaches tailored085

to literary corpora (Allaith et al., 2023), and in-086

vestigated euphemism detection (Al-Laith et al.,087

2025a) and gendered affect in female-authored088

fiction (Degn et al., 2025). Additional work in-089

cludes the analysis of sonic representations (Al-090

Laith et al., 2024b) and annotated direct speech091

(Al-Laith et al., 2025b). Our contribution builds on092

this foundation by introducing a multi-label dataset093

and annotation scheme for emotion categories, and094

proposing a Plutchik-aware Soft-F1 evaluation met-095

ric that accounts for semantic similarity between096

emotion labels in literary classification tasks.097

3 Theory of Emotions098

We are modeling basic emotions, which have been099

characterized as a) discrete, b) detectable across100

cultures, and c) intertwined in different and com-101

plex forms depending on their cultural mediation102

(Donovan et al., 2025). Specifically, we rely on103

Plutchik’s theory of emotions, which proposes104

eight primary emotions serving as the founda-105

tion of all human emotional experiences (Plutchik,106

2001): Joy, Trust, Fear, Surprise, Sadness, Dis-107

gust, Anger, and Anticipation. Plutchik under-108

stands these emotions as evolutionary adaptations109

that aid human survival. For instance, love and110

emotional attachment advance pair bonding, repro-111

duction, and parental investment (Plutchik, 2001).112

This theory of primary emotions is visualized as a113

cone – either intact or unfolded – called a “wheel114

of emotions”. See Figure 1.115

The circle displays the degrees of similarity be-116

tween the emotions, e.g. disgust is most similar to117

the two neighboring emotions on the wheel, anger118

and sadness, and most contrary to the opposing119

emotion on the wheel, trust. The cone’s vertical120

dimensions represent three levels of intensity, e.g.121

anger is the middle intensity with annoyance be-122

ing the less intense experience, and rage being the123

more intense experience. In the unfolded model124

the emotions in the blank spaces between the pri-125

mary emotions are the primary dyadic emotions,126

which are mixtures of two of the primary emotions,127

e.g. contempt is a mixture of anger and disgust and128

love is a mixture of joy and trust.129

Plutchik’s model shares similarities with other130

psychological models on basic emotions (e.g.131

Figure 1: Plutchik’s Wheel of Emotions. Source:
(Plutchik, 2001).

Harmon-Jones et al. (2016)) has been widely used 132

in both psychology and NLP, and most emotion 133

analysis work is built upon it or similar categorical 134

models of emotions (Plaza-del Arco et al., 2024a). 135

However, applying the model to annotate and com- 136

putationally analyze text presents important chal- 137

lenges that need consideration. 138

4 Annotating Emotions in Text 139

When working with emotion analysis of literary 140

texts it is important to consider the transferabil- 141

ity of psychological theory—based on emotions 142

as they are expressed in human interaction—to 143

the classification of texts, where emotions are con- 144

veyed through linguistic, aesthetic, and cultural 145

compositions. A premise of emotion analysis is 146

thus that emotions can become intersubjectively 147

perceivable through many different mediums. Cul- 148

tural theorists, historians of emotions, and literary 149

scholars have done extensive work on describing 150

how emotions interrelate with and can be under- 151

stood as cultural practices (Cvetkovich, 2003; Ngai, 152

2005; Scheer, 2012; Ahmed, 2014; Greiner, 2014). 153

Building on this body of work, we argue that lit- 154

erary texts can be understood as sites of emotional 155

practices because they do not merely represent 156

emotions but actively participate in shaping them. 157

Literary scholars have shown how such texts articu- 158

late characters’ intellectual and emotional lives and 159

mediate affective experience through tone, form, 160
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and genre, thereby offering privileged insight into161

how emotions shape and are shaped by particu-162

lar life-worlds and historical contexts (Nussbaum,163

2008; Ngai, 2005; Felski, 2008).164

However, these literary studies have not been165

particularly explicit in addressing how emotions166

are concretely expressed through the medium of167

literary fiction—namely, language. To better under-168

stand this, we draw on the linguistic theories of ex-169

pressiveness (Foolen, 1997) and modality (Jensen,170

1997). The linguistic examination of emotions has171

neither been extensively developed nor systemati-172

cally pursued. Foolen (1997) presents a theory of173

linguistic emotionality that serves as our key inspi-174

ration. Drawing on scholars such as Karl Bühler175

and Roman Jakobson, Foolen argues that language176

fulfills multiple functions, one of which is emotion-177

ality—or what he terms "expressiveness."178

Expressiveness, however, is just one of the ways179

emotions can be conveyed. Foolen (1997) distin-180

guishes two primary modes of emotional commu-181

nication: verbal and non-verbal. Non-verbal emo-182

tional communication encompasses behavior, fa-183

cial expressions, bodily reactions (e.g., blushing,184

shivering), and non-verbal vocalizations (e.g., cry-185

ing, laughing, screaming). Verbal expressions of186

emotion, according to Foolen, can be categorized187

as either conceptual or expressive. Conceptual188

communication of emotions refers to utterances189

in which the propositional content explicitly con-190

cerns emotions, as seen in a sentence such as Anger191

and sorrow alternated especially in the lady’s soul,192

where anger and sorrow are integral to the propo-193

sition. Expressive communication of emotions, on194

the other hand, is more implicit. Drawing on the195

linguistic theory of modality, expressiveness can196

be understood as an additional layer of information197

that conveys the sender’s stance toward the propo-198

sition (Jensen, 1997). For instance, It damn well199

isn’t irrelevant, Father! conveys the sender’s anger200

through the curse word damn, as well as the direct201

address of the recipient (Father!), yet without an202

explicit propositional reference to anger.203

While Foolen distinguishes between verbal (con-204

ceptual or expressive) and non-verbal emotional205

communication, our data reveals a form of commu-206

nication that bridges the two: the verbal depiction207

of non-verbal emotional behavior. For example, A208

cold shiver ran down the student’s spine or Erik-209

sen’s laughter came in short, rapid bursts do not210

contain any verbal communication of emotions, but211

the texts still communicate emotions by describ-212

ing non-verbal behavior–cold shivers and laugh- 213

ter–which can be intersubjectively interpreted as 214

expressions of specific emotions i.e. fear and joy, 215

respectively. Based on this linguistic framework 216

we can define three ways in which emotions are ex- 217

pressed in our data: 1) Conceptual communication 218

2) Expressive communication, and 3) Depictions 219

of non-verbal communication. 220

This interdisciplinary combination of insights 221

from psychology, cultural theory, literary theory, 222

and linguistics in the study of emotions and their 223

expression in literary texts provides a robust foun- 224

dation to examine such a complex phenomenon as 225

emotions. We do not propose that our conceptual- 226

ization of emotions and their literary expressions 227

is universal in either cultural, historical, or episte- 228

mological terms. Rather, we have sought to create 229

a theoretical foundation of emotions that is his- 230

torically and culturally specific and attends to our 231

specific research questions. 232

Challenges in annotating emotions. Some of 233

the challenges associated with annotating emo- 234

tions cannot be fully resolved but we have sought 235

to make them more transparent by for instance 236

acknowledging the inherent biases in annotation. 237

Given that the experience of emotions is subjec- 238

tive and shaped by various intersections of social 239

categorizations—including age, gender, racializa- 240

tion, class, nationality, and profession—emotion 241

annotation cannot always be considered a purely 242

linguistic analysis. Instead, it is likely to be influ- 243

enced by factors such as domain expertise, implicit 244

bias, and the socio-cultural valorization of certain 245

behaviors and language use. 246

In this study, we elucidate the challenges of 247

annotating emotions using a multi-label dataset, 248

meaning that one data point can have multiple la- 249

bels, as this approach better reflects how emotions 250

function in literary texts, where one utterance can 251

express a mix of more than one primary emotion 252

in line with Plutchik’s description of the dyadic 253

mixtures of the primary emotions (Plutchik, 2001). 254

Importantly, although we have emphasized 255

in the annotation guidelines that the annotation 256

should focus on classifying the emotion conveyed 257

by the text sample rather than the emotion experi- 258

enced by the reader, certain cases may arise where 259

the text sample can be interpreted as depicting mul- 260

tiple and sometimes conflicting emotions. This 261

variation depends on whether the annotation con- 262

siders the emotional experience of a particular char- 263

3



acter or the narrator’s emotional stance toward the264

narrative. For instance, the sentence Tight—like265

the rope around a hanged man’s neck—her arm266

lay across his throat can be classified as express-267

ing either anger or fear, depending on whether268

the annotation foregrounds the experience of the269

female aggressor or the male victim. Such com-270

plexity is an inherent quality of literary texts and271

cannot be eliminated; nevertheless, it should be ac-272

knowledged as a limitation of emotion analysis as273

a methodological approach to literary examination.274

5 Dataset275

5.1 Main corpus276

We use the MeMo corpus (Bjerring-Hansen et al.,277

2022), which contains 859 Danish and Norwegian278

novels from the last 30 years of the 19th century.1279

This dataset, referred to as the main corpus, com-280

prises over 64 million tokens and serves as a valu-281

able resource for exploring the emotional features282

and shifts of the era. It should be noted that writ-283

ten Norwegian and written Danish were virtually284

identical until 1907 (Vikør, 2022).285

5.2 Annotated Sub-Corpus286

To ensure that our emotion classifier is both accu-287

rate and reliable, we create a carefully annotated288

sub-corpus extracted from the main corpus. The289

main corpus is parsed in sentences before 3,018290

random sentences are extracted. 2,532 sentences291

are included in the training data, and 486 sentences292

are included in the test data.293

For constructing the training and testing sets,294

we first select all samples from the most recent295

year to be included in the testing set to ensure that296

the model is evaluated on "future" data relative to297

the training set. Additionally, to ensure temporal298

coverage, we randomly select one sample from299

each earlier year to add to the testing set. This300

approach guarantees representation across all years.301

Together, these samples were adjusted to comprise302

approximately 15% of the total selected dataset.303

The remaining 85% of the data was used to form304

the training set.305

As bigger structures of text such as paragraphs306

or chapters would most likely express too many307

different emotions to meaningfully annotate as one308

expression, we carry out the annotation at the level309

1Released with Creative Commons Attribution 4.0 li-
cense: https://huggingface.co/datasets/MiMe-MeMo/
Corpus-v1.1.

Figure 2: Emotion Class Distribution in annotations for
Training (inner), Testing (middle) and predictions on
the Main Corpus (outer).

of the sentence. Even though the contextual infor- 310

mation is limited when working at the sentence 311

level, often making it harder to infer what specific 312

emotions are expressed in the text, we find that 313

the sentence level is the most optimal compromise 314

between level of contextual information and emo- 315

tional specificity. 316

5.3 Annotation process 317

The annotation was conducted by three literary 318

scholars across academic seniority, all native Dan- 319

ish speakers with domain knowledge in 19th- 320

century Scandinavian literature .2 321

Annotation guidelines. To address the chal- 322

lenges described in section 4, we develop clear 323

annotation criteria to ensure consistency and accu- 324

racy in identifying the emotional expressions.3 325

Annotation results. The annotated dataset com- 326

prises a total of 3,017 samples, with 2,531 327

(84.00%) allocated for training and 486 (16.00%) 328

reserved for testing. The distribution of emotional 329

content across these samples reveals notable differ- 330

ences between the two sets. 331

In the training set, approximately 15.53% of 332

samples were labeled as "No Emotion" , while 333

the majority—61.68% —were assigned a single 334

emotion class . A significant proportion (22.80% ) 335

contained two or more emotion classes , indicating 336

complex or overlapping annotations in some cases. 337

In contrast, the testing set showed a much higher 338

prevalence of single-emotion samples , accounting 339

2Appendix C provides detailed annotator information.
3See Appendices A and B.
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Training Testing
Count % Count %

No Emotion 393 15.53% 45 9.26%
1 Emotion Class 1,561 61.68% 400 82.30%
2 Emotion Classes 577 22.80% 41 8.44%

Total Sentences 2,531 84.00% 486 16.00%

Total words 40,546 – 7,610 –
Unique words 7,243 – 2,156 –
AVG word per sentence 16.02 – 15.66 –

Table 1: Statistics of the annotated corpus, showing
sentence and emotion category distribution in training
and testing sets.

for 82.30% of all test samples. Only 9.26% were340

labeled as "No Emotion," and just 8.44% contained341

multiple emotion classes. Figure 2 shows the distri-342

bution of emotion labels across the training set and343

testing set. Emotions like Anticipation and Non-344

emotional are more frequent, while others such as345

Surprise and Sadness appear less often.346

These distributions reflect the complexity and347

variability in human emotion labeling and provide348

important context for evaluating inter-rater agree-349

ment and model performance. Table 1 shows more350

details about the annotation.351

Agreement. The inter-annotator agreement352

(IAA) analysis demonstrates generally consistent353

annotations across multiple evaluation methods.354

When examining agreement for each emotion355

category separately using Cohen’s Kappa, the356

results indicate moderate to substantial agreement,357

with an overall average of 0.62. Similarity-based358

metrics further support this consistency, with an359

average cosine similarity of 0.71 and an average360

Jaccard similarity of 0.65 across all samples.361

Additionally, when considering the binary dis-362

tinction between emotional and non-emotional363

content, agreement remains strong, with an364

average pairwise Cohen’s Kappa of 0.70 and a365

Fleiss’ Kappa of 0.70. These findings collectively366

suggest reliable annotation behavior among the367

raters. Figure 3 shows the agreement per emotion368

class among the three annotators on the testing set.369

370

6 Experiment and Results371

6.1 Experimental Setup372

We fine-tuned several Danish language models on373

our annotated emotion classification dataset. We374

split the training data into 90% for training and375

10% for validation, and the test set comprised the376

same texts annotated separately by each expert.377

Training was performed with a fixed learning rate 378

of 5e-5, a batch size of 32, and a maximum of 20 379

training epochs. 380

6.2 Pre-trained Language Models 381

We evaluated the performance of several Danish 382

and Scandinavian pre-trained language models on 383

our emotion classification task, each differing in 384

architecture, training corpus, and language scope. 385

DanskBERT4 is a RoBERTa-base model trained ex- 386

tensively on Danish corpora and serves as a strong 387

baseline for general Danish NLP tasks. Danish 388

BERT BotXO5 is a BERT-base model trained from 389

scratch on contemporary Danish text using a Word- 390

Piece tokenizer, optimized specifically for mono- 391

lingual Danish understanding. MeMo-BERT-36 is 392

based on XLM-RoBERTa and further fine-tuned 393

on Danish and Norwegian literature from the late 394

19th century to better capture historical and lit- 395

erary linguistic nuances. DanBERT7 follows the 396

standard BERT-base architecture and was trained 397

on 2 million Danish sentences, targeting general- 398

purpose Danish modeling. ScandiBERT8 is a mul- 399

tilingual BERT model trained on five Scandina- 400

vian languages, including Danish, and offers cross- 401

lingual robustness. DFM-Large9 is a BERT-large 402

model integrated into the Sentence-Transformers 403

framework and optimized for semantic similarity 404

tasks through mean pooling and ranking-based ob- 405

jectives. Lastly, NB-BERT-base10 is a Norwegian 406

BERT-base model trained on 200 years of Bokmål 407

and Nynorsk texts, included in our evaluation for 408

cross-lingual comparison with related languages. 409

6.3 Emotion Classification 410

We frame emotion classification as a multi-label 411

text classification task, where the presence or ab- 412

sence of each emotion label is predicted inde- 413

pendently as a binary classification problem. As 414

stated in the previous sections, the dataset con- 415

tains nine emotion categories: Anger, Anticipation, 416

Disgust, Fear, Joy, Sadness, Surprise, Trust, and 417

Non-emotional. 418

4https://huggingface.co/vesteinn/DanskBERT
5https://huggingface.co/Maltehb/

danish-bert-botxo
6https://huggingface.co/MiMe-MeMo/

MeMo-BERT-03
7https://huggingface.co/alexanderfalk/

danbert-small-cased
8https://huggingface.co/vesteinn/ScandiBERT
9https://huggingface.co/KennethEnevoldsen/

dfm-sentence-encoder-large-exp2-no-lang-align
10https://huggingface.co/NbAiLab/nb-bert-base
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Figure 3: Agreement per Emotion Class (Cohen’s Kappa).

Evaluation metrics. Emotion classification in-419

volves a high degree of semantic overlap between420

categories, especially when grounded in Plutchik’s421

emotion wheel. On this wheel, emotions are posi-422

tioned according to affective proximity, such that423

those adjacent or nearby (e.g., Anger and Dis-424

gust) are semantically more similar than those425

located further apart. However, standard evalu-426

ation metrics such as macro-F1 and micro-F1 treat427

all misclassifications equally, applying the same428

penalty to both adjacent and distant emotion pairs.429

This limitation is particularly problematic for fine-430

grained, multi-label emotion classification.431

To address this issue, we introduce a novel met-432

ric called Plutchik-aware Soft-F1, which assigns433

partial credit to predictions that are semantically434

close to the ground truth. We assign angular po-435

sitions to each emotion based on Plutchik’s emo-436

tion wheel. The semantic similarity between two437

emotions is defined as a function of their angular438

distance (ranging from 0 to π radians), which is439

then linearly normalized to the range [0, 1]. This440

yields a similarity matrix used in our evaluation441

metric. In addition, we treat Non-emotional as a442

special class outside the Plutchik wheel. A fixed443

penalty is applied when it is confused with emo-444

tional classes, reflecting its semantic distance from445

affective states.446

Plutchik-aware Soft-F1. Given multi-447

label ground-truth and predicted vectors448

yi, ŷi ∈ {0, 1}C , we define the true label set449

Ti = {c | yi[c] = 1} and the predicted set450

P̂i = {c | ŷi[c] = 1}.451

Let N = {Non-emotional} denote the set of 452

non-affective label that is not part of Plutchik’s 453

emotion wheel. To incorporate semantic proximity 454

between emotions, we define a similarity score 455

St,p ∈ [0, 1] between any two labels t and p as: 456

St,p =



1, t = p

1− θt,p
π

, t /∈ N , p /∈ N

0.5, t ∈ N , p /∈ N
or p ∈ N , t /∈ N

1, t ∈ N , p ∈ N

457

where θt,p ∈ [0, π] is the angular distance (in radi- 458

ans) on Plutchik’s emotion wheel. 11. The average 459

of these similarities yields the soft precision (SPi) 460

and soft recall (SRi) for instance i: 461

SPi =
1

|P̂i|

∑
p∈P̂i

max
t∈Ti

Sp,t 462

SRi =
1

|Ti|
∑
t∈Ti

max
p∈P̂i

St,p 463

The per-instance soft-F1 is then: 464

SF1i =


1, if |Ti| = |P̂i| = 0

0, if |Ti| = 0 or |P̂i| = 0

2SPi SRi

SPi + SRi
, otherwise

465

11See Appendix D.
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Finally, the overall Plutchik-aware Soft-F1 is466

computed as:467

Soft-F1 =
1

N

N∑
i=1

SF1i468

Model Performance. As shown in Table 2,469

DFM-Large achieves the best performance in terms470

of macro-F1 on both the validation and test sets,471

demonstrating its strong effectiveness for Danish472

multi-label emotion classification. While DFM-473

Large also performs competitively under the Soft-474

F1 metric, DanskBERT slightly surpasses it on the475

test set in this regard. This suggests that although476

DFM-Large is better at exact label matching, Dan-477

skBERT’s predictions may be more semantically478

aligned with the ground truth. These results high-479

light the value of incorporating semantic similar-480

ity into evaluation, as Soft-F1 can better capture481

near-miss predictions that still carry meaningful482

emotional content.483

Model Macro-F1 Soft-F1
Val Test Val Test

Danish BERT BotXO 0.40 0.42 0.58 0.59
DanBERT 0.21 0.30 0.42 0.47
DanskBERT 0.45 0.51 0.67 0.73
MeMo-BERT-3 0.50 0.50 0.65 0.65
ScandiBERT 0.41 0.44 0.58 0.58
DFM-Large 0.54 0.53 0.71 0.70
NB-BERT-base 0.45 0.52 0.68 0.67

Table 2: Validation and Test Performance of Danish
models on Multi-label Emotion Classification.

To provide a more fine-grained analysis of484

model performance, we evaluate classification re-485

sults at the level of individual emotion categories.486

Table 6 in Appendix E reports Macro-F1 scores for487

each emotion, based on the best-performing model488

overall, DFM-Large. We observe that Joy, Non-489

emotional, and Trust achieve the highest scores,490

indicating that these classes are relatively easier491

for the model to identify. In contrast, emotions492

such as Disgust, Sadness, and Anger exhibit no-493

tably lower F1 scores, suggesting greater difficulty494

in accurate classification. These differences likely495

reflect varying degrees of semantic clarity. This496

per-class variation reinforces the need for Soft-F1497

metric, especially for emotion labels that are easily498

confused or semantically adjacent on the Plutchik499

wheel.500

6.4 Sentiment Classification 501

While fine-grained emotion classification captures 502

nuanced emotional expressions, it often suffers 503

from class imbalance and semantic ambiguity, es- 504

pecially among similar emotion categories. To 505

investigate whether a coarser and semantically 506

clearer categorization would improve robustness 507

and generalization, we introduce a sentiment polar- 508

ity classification task. This task allows us to assess 509

whether converting emotion labels into broader 510

sentiment categories yields more stable and inter- 511

pretable results, and serves as a complementary 512

evaluation to the emotion task. 513

Mapping Rules. To enable sentiment polarity 514

classification, we mapped fine-grained emotion 515

labels into three sentiment classes: Positive, Neg- 516

ative, and Neutral. Specifically, emotions such as 517

joy and trust are categorized as Positive; anger, 518

disgust, fear, and sadness as Negative; and antic- 519

ipation, surprise, and non-emotional as Neutral. 520

This mapping simplifies the classification task and 521

allows the model to focus on general sentiment 522

trends rather than nuanced emotional states. 523

Model Performance. As Table 3 shows, among 524

all compared models, DFM-Large exhibits the 525

strongest performance on both validation and test 526

sets. This indicates that DFM-Large remains a ro- 527

bust choice for sentiment classification. Compared 528

to the more challenging emotion classification task, 529

sentiment classification yields higher scores across 530

all models, as expected due to the reduced label 531

space and clearer class boundaries.

Model Macro-F1
Val Test

Danish BERT BotXO 0.59 0.61
DanBERT 0.47 0.54
DanskBERT 0.64 0.67
MeMo-BERT-3 0.64 0.69
ScandiBERT 0.62 0.64
DFM-Large 0.69 0.75
NB-BERT-base 0.64 0.70

Table 3: Macro-F1 scores of Danish Pre-trained Models
on Sentiment Classification.

532

7 Classifier-assisted Corpus Analysis 533

We use the top-performing model, DFM-Large, to 534

classify all unlabeled segments in the main corpus, 535

which consists of over 3.7 million sentences. Fig- 536

ure 2 presents the distribution of emotion classes 537

7



predicted from the main corpus. We then analyze538

the distribution of emotion categories by author539

gender, as shown in Figure 4. This analysis reveals540

several notable biases in the correlations between541

gender, canonization, genre, and emotion—two of542

which we will highlight.543

First, our analysis indicates a prominent gender-544

based difference in the expression of disgust. Dis-545

gust appears in 14.72 % of the sentences authored546

by women, compared to 12.06 % of those authored547

by men. This difference highlights nuanced interre-548

lations between gender and emotional expression549

during a literary period in which patriarchal struc-550

tures and gender roles were highly debated and551

polarized topics (Degn et al., 2025).552

The analysis suggests that the female authors553

in particular express experiences of engaging with554

what is intolerable. Literary scholar Sianne Ngai555

has argued that “ugly feelings”—i.e., emotions556

deemed immoral or unproductive, such as disgust557

or envy—are connected to experiences of suppres-558

sion and marginalization (Ngai, 2005). Thus, our559

results speak to contemporary theories on the cul-560

tural politics of emotions.561

Second, when examining the texts with the high-562

est levels of sadness and surprise, a clear divide563

emerges between highbrow and lowbrow fiction.564

The texts scoring highest on these two emotions are565

largely historical novels, with titles such as Crozier566

and Royal Spire, Queen and Servant, and The Scot-567

tish Captain or The Sepoy Bride. This pattern568

offers insights into the role that specific emotions569

played in the period’s increasing differentiation of570

elite and popular literary culture (Bjerring-Hansen571

and Rasmussen, 2023). Sub-genres were charac-572

terized by certain formal and thematic features but573

also by distinct affective economies.574

Although still early in scope, our analysis points575

to promising directions for future research on the576

interplay between aesthetics, emotions, and socio-577

historical contexts.578

8 Conclusion579

We have introduced an interdisciplinary and the-580

oretically grounded annotation scheme for emo-581

tion analysis, integrating insights from psychology,582

linguistics, and literary studies to account for con-583

ceptual, expressive, and non-verbal dimensions of584

emotion. Building on this framework, we con-585

structed a multi-label dataset of sentences from586

the Memo corpus, annotated with nine emotion587

Figure 4: Emotion Distribution by Author Gender

categories derived from Plutchik’s theory. 588

Using this dataset, we evaluated the performance 589

of seven Danish and Norwegian pre-trained lan- 590

guage models, and proposed a novel Plutchik- 591

aware Soft-F1 metric that accounts for the affec- 592

tive proximity between emotion categories. Our 593

results show that while models such as DFM-Large 594

perform strongly on conventional metrics, they 595

continue to struggle with the nuanced and over- 596

lapping emotional expressions typical of literary 597

texts. These findings underscore the importance 598

of theoretically informed annotation and evalua- 599

tion strategies in emotion-oriented NLP, especially 600

when applied to complex cultural texts. 601

Leveraging the best-performing model, we au- 602

tomatically annotated our main corpus. Subse- 603

quent analysis revealed significant biases in the 604

relationships between emotion, gender, social sta- 605

tus, and genre. For instance, we observed a higher 606

prevalence of disgust in texts by women, contribut- 607

ing nuance to existing scholarship on gender and 608

the cultural politics of emotion. Furthermore, the 609

prominence of sadness and surprise in historical 610

novels suggests that genre and social status are 611

closely linked to affective structures. 612

Our results demonstrate the potential of combin- 613

ing NLP with interpretive cultural analysis. Our 614

work highlights how emotion analysis can enrich 615

the study of literary and emotional histories, of- 616

fering scalable, yet nuanced, tools for exploring 617

literary fiction’s archive of feelings. 618

Limitations 619

While our study offers a novel interdisciplinary 620

framework for emotion analysis in literary texts, 621

8



several limitations should be noted. First, the emo-622

tional categories are based on Plutchik’s model,623

which, although widely used, imposes a fixed set624

of emotion labels that may not fully capture the625

complexity or cultural specificity of emotional ex-626

pressions in 19th-century Scandinavian literature627

(De Bruyne et al., 2022; Plaza-del Arco et al.,628

2024b,a). This raises questions about the univer-629

sality and granularity of emotion taxonomies when630

applied to historical and literary contexts.631

Second, although our annotation guidelines were632

designed to balance conceptual and expressive633

emotion types, annotation remains subjective and634

shaped by annotators’ cultural and academic back-635

grounds. While we provide transparency by de-636

scribing annotator demographics, the limited diver-637

sity may influence the interpretation of emotions,638

particularly in ambiguous or polysemous literary639

expressions.640

Third, our annotated corpus is limited in size641

and drawn exclusively from Danish-language texts,642

primarily novels. This restricts the generalizability643

of our findings across genres, time periods, and lan-644

guages. Future work could extend this approach to645

poetry, drama, and multilingual corpora to evaluate646

cross-linguistic and cross-genre validity.647

Fourth, our classifier evaluation, although en-648

hanced by the Plutchik-aware Soft-F1 metric, still649

relies on discrete labels and does not yet incorpo-650

rate soft or probabilistic annotations. This may651

oversimplify the often fluid and overlapping nature652

of emotional expression in literary texts.653

Finally, while we integrate linguistic and cultural654

theory into the annotation and analysis pipeline,655

our framework does not yet model context beyond656

the sentence level. Emotions in literature often657

unfold across broader narrative structures. Future658

work should explore paragraph- or chapter-level659

modeling and discourse-aware architectures.660
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Guideline Description

A The annotation shall aim to classify the emotion conveyed by the text sample rather than the
emotion experienced by the annotator. For instance, She did not understand where she found
the strength to say it. might make a (feminist) reader feel ‘joy,’ but should be labeled ‘surprise’
as that is the emotion the text presents.

B Each sentence must be labeled with at least one of the nine defined labels (see Table 5 in
Appendix B). If a sentence expresses multiple primary emotions, it can be annotated with
multiple labels, which are considered ahierarchical.

C If determining the emotional expression of a sentence is difficult, the annotator should select
the most fitting category. The ‘Non-emotional’ category is only used for utterances which do
not express any emotional information.

D The eight primary emotion categories are: Joy, Trust, Fear, Surprise, Sadness, Disgust, Anger,
and Anticipation. The categories are named after the primary emotions but encompass all three
levels of intensity. This means that a sentence should be labeled ‘Trust’ if it expresses either
admiration, trust, or acceptance, ‘Anger’ if it expresses either annoyance, anger, or rage, and so
forth. Additionally, the ninth category, ‘Non-emotional,’ applies to non-emotional utterances
as described in Table 5 in Appendix B.

E Since experiences of emotions are closely linked to language (Scheer, 2012), Danish transla-
tions of the three intensity levels for each emotion are included in the category descriptions, as
the corpus consists of Danish texts.

Table 4: Annotation guidelines

C Annotator Information831

All three annotators are university-educated and832

-employed literary scholars, who identify as white833

and possess Danish citizenship. Regarding the gen-834

der identity and age of the annotators, one is a835

woman in her twenties, one is a man in his thirties,836

and the last is a man in his forties. How these in-837

tersections of identity categories specifically influ-838

ence the annotation of emotions is a very complex839

question to answer, but by stating them explicitly840

we hope to underscore that the social position of841

the annotator is likely to influence the experience842

of emotions in multiple and indiscrete ways.843

D Emotion Wheel Angles844

Figure 5 shows the angular arrangement of the845

eight primary emotions in Plutchik’s emotion the-846

ory. These angles serve as the foundation for com-847

puting semantic similarity in the Plutchik-aware848

Soft-F1 metric.849

E Per-class F1 Scores on DFM-Large850

Table 6 shows per-class F1 scores on DFM-Large.851

Figure 5: Visualization of Plutchik’s emotion wheel,
showing each emotion’s position in radians.
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Emotion Cate-
gory

Description Example

Joy Sentences expressing serenity, joy, or ecstasy (Danish:
ubekymrethed, glæde, ekstase).

— he concluded with a small
smile.

Trust Sentences expressing acceptance, trust, or admiration
(Danish: accept, tillid, beundring).

Oh, no problem, my friend!

Fear Sentences expressing apprehension, fear, or terror (Danish:
ængstelse, frygt, rædsel).

It was as if her heart stopped
beating just at the thought of it.

Surprise Sentences expressing distraction, surprise, or amazement
(Danish: distraktion, overraskelse, forbløffelse).

In his perplexity over this, he
nearly failed

Sadness Sentences expressing pensiveness, sadness, or grief (Dan-
ish: vemodighed, bedrøvelse, sorg).

I’m sad that they got so little
out of that trip to Hersted.

Disgust Sentences expressing boredom, disgust, or loathing (Dan-
ish: kedsomhed, afsky, had).

I don’t care to be told it either.

Anger Sentences expressing annoyance, anger, or rage (Danish:
irritation, vrede, raseri).

It damn well isn’t irrelevant, Fa-
ther!

Anticipation Sentences expressing interest, anticipation, or vigilance
(Danish: interesse, forventning, agtpågivenhed).

"Well, Geert," said one of the
listeners, "you handled your af-
fairs well and received, I imag-
ine, great thanks from the stew-
ard of the realm?"

Non-emotional Sentences that do not express any emotions, defined as
utterances that do not communicate any emotional infor-
mation through conceptual functions, expressive functions,
or depictions of non-verbal communication.

A week has passed since that
evening.

Table 5: Emotion category descriptions with examples

Class Macro-F1

Joy 0.65
Non-emotional 0.62
Trust 0.58
Anticipation 0.56
Fear 0.52
Surprise 0.48
Disgust 0.48
Sadness 0.44
Anger 0.40

Table 6: Per-class F1 Scores on DFM-Large.
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