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Abstract

Existing works in federated learning (FL) often
assume either full client or uniformly distributed
client participation. However, in reality, some
clients may never participate in FL training (aka
incomplete client participation) due to various
system heterogeneity factors. A popular solution
is the server-assisted federated learning (SA-FL)
framework, where the server uses an auxiliary
dataset. Despite empirical evidence of SA-FL’s
effectiveness in addressing incomplete client par-
ticipation, theoretical understanding of SA-FL is
lacking. Furthermore, the effects of incomplete
client participation in conventional FL are poorly
understood. This motivates us to rigorously in-
vestigate SA-FL. Toward this end, we first show
that conventional FL is not PAC-learnable under
incomplete client participation in the worst case.
Then, we show that the PAC-learnability of FL
with incomplete client participation can indeed
be revived by SA-FL, which theoretically justi-
fies the use of SA-FL for the first time. Lastly,
to provide practical guidance for SA-FL training
under incomplete client participation, we propose
the SAFARI (server-assisted federated averaging)
algorithm that enjoys the same linear convergence
speedup guarantees as classic FL with ideal client
participation assumptions, offering the first SA-
FL algorithm with convergence guarantee. Ex-
tensive experiments on different datasets show
SAFARI significantly improves the performance
under incomplete client participation.
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1. Introduction

Since the seminal work by McMabhan et al. (2017), federated
learning (FL) has emerged as a powerful distributed learning
paradigm that enables a large number of clients (e.g., edge
devices) to collaboratively train a model under a central
server’s coordination. However, as FL gaining popularity, it
has also become apparent that FL faces a key challenge un-
seen in traditional distributed learning in data-center settings
— system heterogeneity. Generally speaking, system hetero-
geneity in FL is caused by the massively different compu-
tation and communication capabilities at each client (com-
putational power, communication capacity, drop-out rate,
etc.). Studies have shown that system heterogeneity can sig-
nificantly impact client participation in a highly non-trivial
fashion and render incomplete client participation, which
severely degrades the learning performance (Bonawitz et al.,
2019; Yang et al., 2021a). For example, it is shown in (Yang
et al., 2021a) that more than 30% clients never participate
in FL, while only 30% of the clients contribute to 81% of
the total computation even if the server uniformly samples
the clients. Exacerbating the problem is the fact that clients’
status could be unstable and time-varying due to the afore-
mentioned computation/communication constraints. This
situation sharply contrasts with existing works on FL with
partial client participation, which often assume that clients
engage based on a known random process (Karimireddy
et al., 2020; Malinovsky et al., 2023; Cho et al., 2023).

To mitigate the impact of incomplete client participation,
one approach called server-assisted federated learning (SA-
FL) has been widely adopted in real-world FL systems in re-
cent years (see, e.g., (Zhao et al., 2018; Wang et al., 2021b)).
The basic idea of SA-FL is to equip the server with a small
auxiliary dataset sampled from population distribution, so
that the distribution deviation induced by incomplete client
participation can be corrected. Nonetheless, while SA-FL
has empirically demonstrated its considerable efficacy in ad-
dressing incomplete client participation problem in practice,
there remains a lack of theoretical understanding for SA-FL.
This motivates us to rigorously investigate the efficacy of
SA-FL in the presence of incomplete client participation.

Somewhat counterintuitively, to understand SA-FL, one
must first fully understand the impact of incomplete client
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participation on conventional FL. In other words, we need
to first answer the following fundamental question:

(Q1): What are the impacts of incomplete client partici-
pation on conventional FL learning performance?

Upon answering this question, the next important follow-up
question regarding SA-FL is:

(Q2): What benefits could SA-FL bring and how could
we theoretically characterize them?

Also, just knowing the benefits of SA-FL is not sufficient
to provide guidelines on how to use server-side data in
designing training algorithms with convergence guarantees.
Therefore, our third fundamental question for SA-FL is:

(Q3): Is it possible to develop SA-FL training algorithms ]
with provable convergence rates that can match the state-
of-the-art rates in conventional FL?

J

Answering these three questions constitutes the rest of this
paper, where we address Q1 and Q2 through the lens of PAC
(probably approximately correct) learning, while resolving
Q3 by proposing a provably convergent SA-FL algorithm.
Our major contributions are summarized as follows:

¢ By establishing a worst-case generalization error lower
bound, we rigorously show that classic FL is nor PAC-
learnable under incomplete client participation. In other
words, no learning algorithm can approach zero gener-
alization error with incomplete client participation for
classic FL even in the limit of infinitely many data sam-
ples. This insight, though being negative, warrants the
necessity of developing new algorithmic techniques and
system architectures (e.g., SA-FL) to modify the classic
FL framework to mitigate incomplete client participation.

* We prove a new generalization error bound to show that
SA-FL can indeed revive the PAC learnability of FL with
incomplete client participation. We note that this bound
could reach zero asymptotically as the number data sam-
ples increases. This is much stronger than previous results
in domain adaptation with non-vanishing small error (see
Section 2 for details).

* To ensure that SA-FL is provably convergent in train-
ing, we propose a new training algorithm for SA-FL
called SAFARI (server-assisted federated averaging). By
carefully designing the server-client update coordination,
we show that SAFARI achieves an O(1/v'mkR) conver-
gence rate in non-convex functions and @(%) in strongly-
convex functions, matching the convergence rates of state-
of-the-art classic FL algorithms (Li et al., 2020b; Yang
et al., 2021b). We also conduct extensive experiments to
demonstrate the effectiveness of our SAFARI algorithm.

2. Related Work

In this section, we provide an overview on two lines of
closely related research, namely (i) FL with partial client
participation and (ii) domain adaptation.

1) Partial Client Participation in Federated Learning:
Since The seminal FedAvg algorithm (McMahan et al.,
2017), there have been many follow-ups (e.g., (Li et al.,
2020a; Wang et al., 2020; Zhang et al., 2020; Acar et al.,
2021; Karimireddy et al., 2020; Luo et al., 2021; Mitra et al.,
2021; Karimireddy et al., 2021; Khanduri et al., 2021; Mu-
rata & Suzuki, 2021; Avdiukhin & Kasiviswanathan, 2021;
Yang et al., 2021b; Grudzien et al., 2023; Condat et al.,
2023; Mishchenko et al., 2022) and so on) on addressing the
data heterogeneity challenge in FL. However, most of these
works are based on the full or uniform (i.e., sampling clients
uniformly at random) client participation assumption.

A related line of works in FL different from full/uniform
client participation focuses on proactively creating flexi-
ble client participation (see, e.g., (Xie et al., 2019; Ruan
et al., 2021; Gu et al., 2021; Avdiukhin & Kasiviswanathan,
2021; Yang et al., 2022; Wang & Ji, 2022; Koloskova et al.,
2022)). The main idea here is to allow asynchronous com-
munication or fixed participation pattern (e.g., given proba-
bility) for clients to flexibly participate in training. Existing
works in this area often require extra assumptions, such as
bounded delay (Ruan et al., 2021; Gu et al., 2021; Yang
et al., 2022; Koloskova et al., 2022) and identical computa-
tion rate (Avdiukhin & Kasiviswanathan, 2021). Moreover,
several papers explore unique scenarios of client participa-
tion. For instance, (Chen et al., 2020) selects the optimal
client subset to minimize gradient estimation errors. The
studies by (Malinovsky et al., 2023) and (Cho et al., 2023) in-
vestigated cyclic client participation. Additionally, in (Wang
& Ji, 2023), optimal weights for each client are determined
based on the estimated probabilities of their participation.
In contrast, this paper addresses a more practical worst-case
scenario in FL — “incomplete client participation.” This
phenomenon may arise from various heterogeneous factors,
as discussed in Section 1.

2) Domain Adaptation: Since incomplete client partici-
pation induces a gap between the dataset distribution used
for FL training and the true data population distribution
across all clients, our work is also related to the field of
domain adaptation. Domain adaptation focuses on the learn-
ability of a model trained in one source domain but ap-
plied to a different and related target domain. The basic
approach is to quantify the error in terms of the source
domain plus the distance between source and target do-
mains. Specifically, let P and @) be the target and source
distributions, respectively. Then, the generalization error
is expressed as O(A(ng)) + dist(P,Q), where A(ng) is
an upper bound of the error dependent on the total number
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of samples in (). Widely-used distance measures include
d_4-divergence (Ben-David et al., 2010; David et al., 2010)
and Y-discrepancy (Mansour et al., 2009; Mohri & Medina,
2012). We note, however, that results in domain adaptation
is not directly applicable in FL with incomplete client par-
ticipation, since doing so yields an overly pessimistic bound.
Specifically, the error based on domain adaptation remains
non-zero for asymptotically small distance dist(P, Q)) be-
tween P and () even with infinite many samples in ng (i.e.,
A(ng) — 0). In this paper, rather than directly using results
from domain adaptation, we establish a much sharper upper
bound (see Section 3). A closely related work is (Hanneke
& Kpotufe, 2019), which proposed a new notion of discrep-
ancy between source and target distributions. However, this
work considers non-overlapping support between P and @,
while we focus on overlapping support naturally implied by
FL (see Fig. 1 in Section 3.2).

3. PAC-Learnability of Federated Learning
with Incomplete Client Participation

In this section, we first focus on understanding the impacts
of incomplete client participation on conventional FL in
Section 3.1. This will also pave the way for studying SA-
FL later in Section 3.2. In what follows, we start with FL
formulation and some definitions in statistical learning that
are necessary to formulate and prove our main results.

The goal of an M -client FL system is to minimize the fol-
lowing loss function F(x) = E;p[F;(x)], where F;(x) £
Ee ~p,[fi(x,&)]. Here, P represents the distribution of the
entire client population, x € R? is the model parameter,
F;(x) represents the local loss function at client ¢, and P;
is the underlying distribution of the local dataset at client
i. In general, due to data heterogeneity, P; # P; if ¢ # j.
However, the loss function F'(x) or full gradient VF(x)
can not be directly computed since the exact distribution of
data is unknown in general. Instead, one often considers the
following empirical risk minimization (ERM) problem in
the finite-sum form based on empirical risk F(x):

min F(x) £ Y~ aiFi(x), F(x) £ )" fil(x,€),

€Rd4
x ie[M] €S,

where S; is a local dataset at client ¢ with cardinality |S;|,
whose samples are independently and identically sampled
from distribution P, and a; = [ S|/ (32 ¢(ar [551) (hence
> ie( @i = 1). For simplicity, we consider the balanced
dataset case: «; = 1/M,Vi € [M]. Next, we state several
definitions from statistical learning (Mobhri et al., 2018).

Definition 1 (Generalization and Empirical Errors). Given
a hypothesis h € H, a target concept f, an underlying dis-
tribution D and a dataset S i.i.d. sampled from D (S ~ D),
the generalization error and empirical error of h are de-
fined as follows: Rop(h, f) = Eg)~pl(h(z), f(x)) and

Ro(h, ) = (1/1S]) X yes W), (), where I(-) is a
valid loss function.
For simplicity, we will use Rp(h) and R p (h) for general-
ization and empirical errors and omit target concept f.
Definition 2 (Optimal Hypothesis). We define h;, =
argminRp(h) and b3 = argminRp(h).

hEH hEH
Definition 3 (Excess Error). The excess error and excess
empirical error are defined as ep(h) = Rp(h) — Rp(h}),
and ép(h) = Rp(h) — Rp(h), respectively.

3.1. Conventional Federated Learning with Incomplete
Client Participation

With the above notations, we now study conventional FL
with incomplete client participation (Q1). Consider an FL
system with M clients in total. We let P denote the under-
lying joint distribution of the entire system, which can be
decomposed into the summation of the local distributions
at each client, i.e., P = Zie[M] N\; P;, where \; > 0 and
Zie[ M A; = 1. We assume that each client ¢ has n train-
ing samples i.i.d. drawn from P, i.e., |S;| = n,Vi € [M].
Then, S = {(z;,v:),i € [M x n]} can be viewed as the
dataset i.i.d. sampled from the joint distribution P. We
consider an incomplete client participation setting, where
m € [0, M) clients participate in the FL training as a result
of some client sampling/participation process F. We let
F(S) represent the data ensemble actually used in training
and D denote the underlying distribution corresponding to
F(S). For convenience, we define the notion w = 7} as the
FL system capacity (i.e., only m clients participate in the
training). For FL with incomplete client participation, we
establish the following fundamental performance limit of
any FL learner in general. For simplicity, we use binary clas-
sification with zero-one loss here, but it is already sufficient
to establish the PAC learnability lower limit.

Definition 4. A concept class C is said to be PAC learnable
if there exists an algorithm A and a polynomial function
poly(-,-,-,-) such that for any ¢ > 0 and 6 > 0, and for
any distribution D over the instance space X, the algorithm,
with probability at least 1 — §, outputs a hypothesis h such
that: Ps..p(R(hs) < €) > 1 — 0, where R(h) denotes
the generalization error of hypothesis h returned by the
algorithm. When such an algorithm A exists, it is called a
PAC-learning algorithm for C.

In plain language, being PAC-learnable requires the hypoth-
esis (or the model) returned by the algorithm after observing
enough number of data samples is approximately correct
(error at most €) with high probability (at least 1 — 9).

Theorem 1 (Impossibility Theorem). Let H be a non-trivial
hypothesis space and L : (X,Y)"™*™) — H be the learner
for an FL system. There exists a client participation process
F with FL system capacity w, a distribution P, and a target
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concept [ € H with mingey Rp(h, f) = 0, such that
Ps~p[Rp(L(F(S), f)) > 52| > &.

Proof Sketch. The proof is based on the method of induced
distributions in (Bshouty et al., 2002; Mohri et al., 2018;
Konstantinov et al., 2020). We first show that the learnabil-
ity of an FL system is equivalent to that of a system that
arbitrarily selects mn out of Mn samples in the central-
ized learning. Then, for any learning algorithm, there exists
a distribution P such that dataset F(.5) resulting from in-
complete participation and seen by the algorithm is always
distributed identically for any target functions. Due to space
limitation, we relegate the full proof to appendix. O

Given the system capacity w € (0, 1), the above theorem
characterizes the worst-case scenario for FL. with incomplete
client participation. It says that for any learner (i.e., algo-
rithm) £, there exist a bad client participation process F and
distributions P;, i € [M] over target function f, for which
the error of the hypotheses returned by L is constant with
non-zero probability. In other words, FL with incomplete
client participation is not PAC-learnable. One interesting
observation here is that the lower bound is independent of
the number of samples per client n. This indicates that
even if each client has infinitely many samples (n — 00),
it is impossible to have a zero-generation-error learner un-
der the incomplete client participation (i.e., w € (0,1)).
Note that this fundamental result relies on two conditions:
heterogeneous dataset and arbitrary client participation. Un-
der these two conditions, there exists a worst-case scenario
where the underlying distribution D of the participating data
Sp = F(S) deviates from the ground truth P, thus yielding
a non-vanishing error.

This result sheds light on system and algorithm design for
FL. That is, how to motivate client participation in FL effec-
tively and efficiently: the participating client’s data should
be comprehensive enough to model the complexity of the
joint distribution P to close the gap between D and P. Note
that this result is not contradictory to previous works where
the convergence of FedAvg is guaranteed, since this theo-
rem is not applicable for homogeneous (i.i.d.) datasets or
uniformly random client participation. As mentioned earlier,
most of the existing works rely on at least one of these two
assumptions. However, none of these two assumptions hold
for conventional FL with incomplete client participation in
practice. In addition to system heterogeneity, other factors
such as Byzantine attackers could also render incomplete
client participation. For example, even for full client partici-
pation in FL, if part of the clients are Byzantine attackers,
the impossibility theorem also applies. Thus, our impossibil-
ity theorem also justifies the empirical use of server-assisted
federated learning (i.e., FL with server-side auxiliary data)
to build trust (Cao et al., 2021).

3.2. The PAC-Learnability of Server-Assisted Federated
Learning (SA-FL)

The intuition of SA-FL is to utilize a dataset 7" i.i.d. sam-
pled from distribution P with cardinality |T'| = nr as a
vehicle to correct potential distribution deviations due to in-
complete client participation. By doing so, the server steers
the learning by a small number of representative data, while
the clients assist the learning by federation to leverage the
huge amount of privately decentralized data (ng > nr).

For SA-FL, we consider the same incomplete client partic-
ipation setting that induces a dataset Sp ~ D with cardi-
nality ng and D # P (i.e., Q2). As a result, the learning
process is to minimize R p(h) by utilizing (X, Y)"7 TS to
learn a hypothesis h € H. For notional clarity, we assume
the joint dataset Sg = (Sp UT) ~ @ with cardinality
np + ng for some distribution (). Before deriving the gen-
eralization error bound for SA-FL, we state the following
assumptions and definitions.

Assumption 1 (Noise Condition). Suppose hpp and hy,
exist. There exist Bp,Bq € [0,1] and ap,ag > 0 s.t,
Poop(h(z) # hp(z)) < aplep(R))’F, Povg(h(z) #
hey(x)) < agleq(h))’e.

This assumption is a traditional noise model known as the
Bernstein class condition, which has been widely used in
the literature (Massart & Nédélec, 2006; Koltchinskii, 2006;
Hanneke, 2016).

Assumption 2 ((«, 8)-Positively-Related). Distributions P
and Q) are said to be («, B)-positively-related if there exist
constants o > 0 and > 0 such that |ep(h) —eq(h)| <
aleg(h)]?,Vh € H.

Assumption 2 specifies a stronger constraint between dis-
tributions P and @. It implies that the difference of ex-
cess error for one hypothesis h € H between P and @
is bounded by the excess error of () in some exponential
form. Assumption 2 is one of the major novelty in our
paper and unseen in the literature. We note that this (¢, §)-
positively-related condition is a mild condition. To see this,
consider the following “one-dimensional” example for sim-
plicity. Let ‘H be the class of hypotheses defined on the real
line: {h; = t,t € R}, and let two uniform distributions
be P :=Ula,b] and Q := U[a’, V']. Due to the incomplete
client sampling in FL, the support of () is a subset of that
of P,i.e.,a < a < <b. Denote the target hypothesis
t* € [a/,V']. Then, for any hypothesis h; with threshold

t, we have ep(hy) = =] and eq(he) = =] That is,

b—a b —a’ "
our "(a, §)-Positively-Related" holds for « = 1 — b;:z/
and f = 1. The above “one-dimensional” example can
be further extended to general high-dimensional cases as
follows. Intuitively, the difference of excess errors of P
and @ (ie., |ep(h) — eg(h)]) is a function in the form
of [¢|Qx — Px|dS for a common support domain S C
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supp(Q). Thus, the “(a, B)-Positively-Related” condition
can be written as | [ QxdS — [ PxdS| < o([4Qx)".
If distribution () has more probability mass over .S than
distribution P, choosing 8 = 1 and « to be a sufficiently
large constant clearly satisfies the («, 3)-positively-related
condition. Otherwise, letting 5 — 0 and choosing « to be
a sufficiently large constant satisfies the («, 3)-positively-
related condition with probability one.

With the above assumption and definition, we have the fol-
lowing generation error bound for SA-FL, which shows that
SA-FL is PAC-learnable:

Theorem 2 (Generalization Error Bound for SA-FL). For
an SA-FL system with arbitrary system and data hetero-
geneity, if distributions P and Q) satisfy Assumption 1 and
2, then with probability at least 1 — § for any § € (0,1), it
holds that

1 B
N dy T/ dy \T7@
hy)=0 _ _ , (1
EP( Q> <<RT+ns> +(TLT+TLS> > M

where dy, is the finite VC dimension for hypotheses class H.

Note the generalization error bound of centralized learning
is 5((%)%) (hiding logarithmic factors) with n sam-
ples in total and noise parameter 3g (Hanneke, 2016). Note
that when 5 > 1, the first term in Eq. (1) dominates. Hence,
Theorem 2 implies that the generalization error bound in this
case for SA-FL matches that of centralized learning (with
dataset size np+ng). Meanwhile, for 0 < 8 < 1, compared
with solely training on server’s dataset 7', SA-FL exhibits

B
1 Dy
nT+ns)2 Pa )

an improvement from (’3((%) =7 ) to O((

Note that SA-FL shares some similarity with the domain
adaptation problem, where the learning is on () but the
results will be adapted to P. In what follows, we offer
some deeper insights between the two by answering two
key questions: 1) What is the difference between SA-FL and
domain adaptation (or transfer learning)? and 2) Why is
SA-FL from @ to P PAC-learnable, but FL from D to P
with incomplete client participation not PAC-learnable (as
indicated in Theorem 1)?

To answer these questions, we illustrate the distribution
relationships for domain adaptation and federated learning,
in Fig. 1, respectively. In domain adaptation, the target P
and source () distributions often have overlapping support
but there also exists distinguishable difference. In contrast,
the two distributions P and @) in SA-FL happen to share
exactly the same support with different density, since @ is
a mixture of D and P. As a result, the known bounds in
domain adaptation (or transfer learning) are pessimistic for
SA-FL. For example, the dist(P, Q) in d 4-divergence and
Y-divergence both have non-negligible gaps when applied
to SA-FL. Here in Theorem 2, we provide a generalization

{ \ Q
\\\ \ /
P P /

Domain Adaption Federated Learning

Figure 1. Diagram of distribution supports for domain adaptation
and federated learning.

error bound in terms of the total sample size np + ng, thus
showing the benefit of SA-FL.

Moreover, for SA-FL, only the auxiliary dataset T' i P
is directly available to the server. The clients’ datasets could
be used in SA-FL training, but they are not directly accessi-
ble due to privacy constraints. Thus, previous methods in
domain adaptation (e.g., importance weights-based methods
in covariate shift adaptation (Sugiyama et al., 2007a;b)) are
not applicable since they require the knowledge of density
ratio between training and test datasets.

The key difference between FL and SA-FL lies in relations
among D, P and Q. For FL, the distance between D and P
with incomplete participation could be large due to system
and data heterogeneity in the worst-case. More specifically,
the support of D could be narrow enough to miss some part
of P, resulting in non-vanishing error as indicated in Theo-
rem 1. For SA-FL, distribution @ is a mixture of P and D
(Q = M1 D+ Xy P, with A1, Ay > 0, A1 + Ao = 1), thus hav-
ing the same support with P. Hence, under Assumption 2,
the PAC-learnability is guaranteed. Although we provide
a promising bound to show the PAC-learnability of SA-FL
in Theorem 2, the superiority of SA-FL over training solely

with dataset T’ in server (i.e., (5((i) =r )) is not always
guaranteed as 8 — 0 (i.e., () becomes increasingly different
from P). In what follows, we reveal under what conditions

could SA-FL perform no worse than centralized learning.

Theorem 3 (Conditions of SA-FL Being No Worse Than
Centralized Learning). Consider an SA-FL system with ar-
bitrary system and data heterogeneity. If Assumption 1
holds and additionally Rp(h*Q) < Rp(h*Q) and 6p(h’£2) =
O(A(nr,9)), where A(nt,d) = Z—’; log(7E + % log(3)),
then with probability at least 1 — ¢ for any 6 € (0,1), it
holds that EP(}ALZ?) =0 ((dg.[/nT)flﬁp )

Here, we remark that ep(hyy) = O(A(nr,?)) is a weaker
condition than the e p(hg,) = 0 condition and the covariate
shift assumption (Py|x = Qy|x) used in the transfer learn-
ing literatures (Hanneke & Kpotufe, 2019; 2020). Together
with the condition R p(h{)) < Rp(hf). the following inter-
mediate result holds: Rp(h%) — Rp(hp) = O(A(nr, )
(see Lemma 2 in the supplementary material). Intuitively,
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Algorithm 1 The SAFARI Algorithm for SA-FL.
1: Initialize model xg, iteration index ¢ = 0.
2: forr=0,---,R—1do
3:  With probability ¢:

% client update round r € 7

4: The server samples clients .

5: Each client ¢ € .S, computes in parallel:

6: Xy k1 = X — N V(X 4, & 1), B € [K],
7: starting from x;. = x;..

8: Send X}, = X, ;- to server. '

9: Server updates: X,41 = ﬁ ZiEST x!.
10:  Otherwise % server update round r € T,
11: Server updates: x,11 = X, — s VF(x,, ).

12: end for

this states that “if P and @ share enough similarity, then
the difference of excess empirical error between h¢, and

h} on P can be bounded.” Thus, the excess error of Ba

shares the same upper bound as that of iz} in centralized
learning. Therefore, Theorem 3 implies that, under mild
conditions, SA-FL guarantees the same generalization error
upper bound as that of centralized learning, hence being “no
worse than” centralized learning with dataset 7T'.

Remark 1. Note that the assumption of having a server-side
dataset is not restrictive due to the following reasons. First,
such datasets are already available in many FL systems:
although not always necessary for training, an auxiliary
dataset is often needed for defining FL tasks (e.g., simulation
prototyping) before training and model checking after train-
ing (e.g., quality evaluation and sanity checking) (McMahan
et al., 2021; Wang et al., 2021a). Also, obtaining an aux-
iliary dataset is affordable since the number of data points
required is relatively small, and hence the cost is low. Then,
SA-FL can be easily achieved or even with manually la-
belled data thanks to its small size. It is also worth noting
that many works have used such auxiliary datasets in FL for
security (Cao et al., 2021), incentive design (Wang et al.,
2019), and knowledge distillation (Cho et al., 2021).

Remark 2. It is also worth pointing out that, for ease of
illustration, Theorem 2-3 are based on the assumption that

the auxiliary dataset T’ Hidp, Nonetheless, it is of practi-
cal importance to consider the scenario where T is sampled
from a related but slightly different distribution P’ rather
than the target distribution P itself. In fact, the above as-

sumption could be relaxed to T’ S5 P for any P’ as long
as the mixture distribution @ = A\ D + M\ P’ is (o, B)-
positively-related with P. Under such condition, we can
show that the main results in Theorem 2-3 still hold.

4. The SAFARI Algorithm for SA-FL

In Section 3, we have shown that SA-FL is PAC-learnable

with incomplete client participation. In this section, we turn
our attention to the training of the SA-FL regime with in-
complete client participation (i.e., Q3), which is also under-
explored in the literature. First, we note that the standard
FedAvg algorithm may fail to converge to a stationary point
with incomplete client participation as indicated by previous
works (Yang et al., 2022). Now with SA-FL, we aim to
answer the following questions:
1) Under SA-FL, how should we appropriately use the server-
side dataset to develop training algorithms in the SA-FL
regime with provable convergence guarantees?

2) If Question 1) can be resolved, could we further achieve
the same convergence rate in SA-FL training with incom-
plete client participation as that in traditional FL with
ideal client participation?

In this section, we resolve the above questions affirma-
tively by proposing a new algorithm called SAFARI (server-
assisted federated averaging) for SA-FL with theoretically
provable convergence guarantees. As shown in Algorithm 1,
SAFARI contains two options in each round, client update
option or global server update option. For a communication
round r € {0,--- , R — 1}, with probability ¢ € [0, 1], the
client update option is chosen (i.e., r € 7.), where local
updates are executed by clients in the current participating
client set .S, in a similar fashion as the FedAvg (McMa-
han et al., 2017). Specifically, the client update option
performs the following three steps: 1) Server samples a
subset of clients S, as in conventional FL and synchronizes
the latest global model x, with each participating clients
in S;. (Line 4); 2) All participating clients initialize their
local models as x,- and then perform K local steps follow-
ing the stochastic gradient descent (SGD) method. Then,
each participating client sends its locally updated model
X}, = X!, 1o, back to the server (Lines 5-8); 3) Upon receiv-
ing the local update x°, the server aggregates and updates
the global model (Line 9). On the other hand, with probabil-
ity 1 — g, the server update option is chosen (i.e,. r € Ty),
where the server updates the global model with its auxiliary
data following the SGD (Line 11).

We note that SAFARI can be viewed as a mixture of the
FedAvg algorithm with client-side datasets (cf. the client
update option) and a centralized SGD algorithm using the
server-side dataset only (cf. the server update option), which
are governed by a probability parameter ¢q. The basic idea
of this two-option approach is to leverage client-side par-
allel computing to accelerate the training process, while
using the server-side dataset to mitigate the bias caused by
incomplete client participation. We will show later that,
by appropriately choosing the g-value, SAFARI simultane-
ously achieves the stationary point convergence and linear
convergence speedup. Before presenting the convergence
performance results, we first state three commonly used
assumptions in FL.
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Assumption 3. (L-Lipschitz Continuous Gradient) There
exists a constant L > 0, such that ||V F;(x) — VE;(y)|| <
L|x —yl, Vi € [M],x,y € R

Assumption 4. (Unbiased Stochastic Gradients with
Bounded Variance) The stochastic gradient calculated by
the client or server is unbiased with bounded variance:
for server, E[VF(x,£)] = VF(x) and E[|VF(x,&) —
VF(x)|% < o2 for each client i € [M], E[VF;(x,£)] =
VFEi(x), and E[|VF;(x,€) — VE(x)|%] < o2

Assumption 5. (Bounded Gradient Dissimilarity)
IVFi(x) — VF()|? < 02, Vi € [M].

With the assumptions above, we state the main convergence
result of SAFARI for non-convex functions as follows:

Theorem 4 (Convergence Rate for SAFARI in Non-Convex
: . . 1
Functions). Under Assumptions 3 - 5, if n. < /30K

2 1 2Ln3
_ 2ns dog—4G2 (555 — =)
Ne = =, and q < 1/ (1—L%§)G1 K2 7 41|, then,

the sequence {x,} generated by SAFARI satisfies:

(£(x0) — F(x"))
R

1 & , 2
EZ;EHVF(XT)II < +4,

2. 2
where § = Lns(1 — q)o? + SOqLTnS(U2 + 6Ko2) +
%02, G; = maxer, |[VF(x) 22, and Gy =
maXreT. % Zie[m] Zke[K] VFz(ank)H :

Remark 3. Theorem 4 says that, by using the server-side
update with an appropriately chosen g-value, SAFARI effec-
tively mitigates the bias that arises from incomplete client
participation. With proper probability g, SAFARI guarantees
stationary point convergence in non-convex functions.

By choosing parameters ¢ and the learning rate 7 appropri-
ately, Theorem 4 immediately implies the following rate:

_ 1 ; 1

Corollary 1. If n, = \/E,.SAFARI c.zchzeves an O(\/E)

convergence rate to a stationary point. If we can fur-

ther assume the stochastic gradient noise at server’s side

0% = O(:10?) or ¢ = Q(1 — 1), SAFARI achieves an
1 . . . .

O( m) convergence rate to a stationary point, implying

a linear speedup of convergence in terms of m and K.

For strongly convex functions, we have the following con-
vergence results for SAFARI :

Theorem 5 (Convergence Rate for SAFARI in Strongly
Convex Functions). Under Assumptions 3 - 5 and assume

each function F; is pi—strongly convex, if n, < L%r# and

4n 1+30L77(1+M) G3_3G4
g <1/|1+ “2( - (H:)%) = , then, the se-
(L+u_ AL2 .2 )GS

quence {x,} generated by SAFARI satisfies:
Elxp — x| < (1= 7)%|x0 — %% + 9,

where § = B801K52 4 20052 4 dqLU+KneL) o
1 pm
BER(0? +6K02)] + (1 — @litne? Gy -
2 _
IVE ()", G4 = % >ies, [Fi(xr) = Fi(x.)], and i =
nelp _ 2nsLp

2 L+p *

The following results immediately follow from Theorem 5:
Corollary 2. If n. = Q(%) and ny, = Q(%),
SAFARI achieves an O (%) convergence rate.

Remark 4. In the strongly convex setting, Theorem 5 shows
that, with proper hyperparameters, SAFARI achieves conver-
gence guarantees and can effectively mitigate the impacts
of incomplete client participation.

Remark 5. We note that SAFARI is a unifying framework
that includes two classic algorithms as special cases under
two extreme settings: i) the i.i.d. client-side data case and
ii) the heterogeneous client-side data case with unbounded
gradient dissimilarity. In the i.i.d. case, the client-side data
are homogeneous, i.e., F;(x) = F and o = 0. In this ideal
setting, we can simply choose ¢ = 1 and SAFARI reduces to
the classical FedAvg algorithm. In the heterogeneous case
with unbounded gradient dissimilarity (i.e., g — 00), we
can set ¢ = 0 (i.e., |7;| = 0) such that SAFARI reduces to
the centralized SGD algorithm. In this setting, Theorem 4
and 5 recover the classic SGD bounds by cancelling the
og-dependent terms in the bound.

Remark 6. Corollary 1 and 2 suggest that, thanks to the
two “control knobs”, learning rate n and ¢ in SAFARI ,
under mild conditions, we can avoid the limitation of con-
ventional FL algorithms. For example, FedAvg with incom-
plete client participation can only converge to an error ball
dependent on the data heterogeneity parameter o (Yang
et al., 2022). In SA-FL, SAFARI with incomplete client
participation can still achieve the same convergence rates
as these of classic FedAvg algorithms with ideal client par-
ticipation: O(1/v/mK R) for non-convex functions (Yang
etal., 2021b) and O(1/R) for strongly convex functions (Li
et al., 2020b).

5. Numerical results

In this section, we conduct numerical experiments to ver-
ify our theoretical results using 1) logistic regression (LR)
on MNIST dataset (LeCun et al., 1998), 2) convolutional
neural network (CNN) on CIFAR-10 dataset (Krizhevsky
et al., 2009). To simulate data heterogeneity, we distribute
the data into each client evenly in a label-based partition,
following the same process as in previous works (McMahan
etal., 2017; Yang et al., 2021b; Li et al., 2020b). As a result,
we can use a parameter p € {1,2,5,10} to represent the
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Table 1. Test accuracy (%) for FedAvg.
NON-I.I.D. INDEX (p)

DATASET S 10 5 5 I
0 92.69 89.49 86.17 84.49
MNIST 2 9264 89.11 86.54 71.58
4 9262 8881 77.81 57.05
0 81.12 7942 78.22 75.7
CIFAR-10 2 79.97 78.54 76.68 64.56
4 7778 75.55 67.34 50.7

Table 2. Test accuracy improvement (%) for SAFARI (¢ = 0.8)
compared with FedAvg. ‘-’ means “no statistical difference within
2% error bar”.

NON-I.I.D. INDEX (p)

DATASET S 0 3 5 T
0 - - 3.13 4.47
MNIST 2 - - 2.01 16.53
4 - - 10.69 31.07
0 - - - 2.57
CIFAR-10 2 - - - 12.57
4 - 2.93 9.32 23.86

classes of labels in each client’s dataset, which serves as
an index of data heterogeneity level (non-i.i.d. index). The
smaller p-value, the more heterogeneous the data among
clients. To mimic incomplete client participation, we force
s clients to be excluded. We can use s € {0,2,4} as an
index to represent the degree of incomplete client partici-
pation. In our experiments, there are M = 10 clients in
total, and m = 5 clients participate in the training in each
communication round, who are uniformly sampled from
the M — s clients. We use FedAvg without any server-
side dataset as the baseline to compare with SAFARI with
auxiliary data size {50,100,500,1000} for MNIST and
{500, 5000, 10000} for CIFAR10. So in each dataset, we
have at least 4 x 3 x 4 = 48 sets of experiment for ablation
study. Due to space limitation, we highlight the key obser-
vations in this section, and relegate all other experimental
details and results to the supplementary material.

1) Performance Degradation of Incomplete Client Par-
ticipation: As shown in Table 1, a distinct and non-trivial
decline in performance is observed for FedAvg when con-
fronted with incomplete client participation. As the value
of s increases, it signifies progressively more incomplete
client participation. Upon comparing scenarios with s = 0
and s = 4, a significant reduction in test accuracy becomes
apparent, reaching up to 27.44% for MNIST and 25% for
CIFARI10. It is noteworthy that such performance degrada-
tion is also contingent on data heterogeneity, denoted by p.
In the case of IID data (p = 10), only a negligible decrease
in test accuracy is observed. For instance, in MNIST, the ac-
curacy slightly drops from 92.69% for s = 0 to 92.62% for
s = 4. In CIFARI1O, the accuracy decreases from 81.12%
for s = 0 to 77.78% for s = 4. These results empirically
validate the worst-case analysis in Theorem 1 and serve as
the primary motivation for the development of SA-FL.

Table 3. Test accuracy improvement (%) for SAFARI compared
with FedAvg on MNIST (¢ = 0.8, s = 4). ‘-’ means “no statistical

difference within 2% error bar”.
NON-IL.I.D. INDEX (p)

DATASET S1ZE

10 5 2 1
50 - 4.82 16.65
100 - - 6.87  20.26
500 - - 9.16 29.82
1000 - - 10.69 31.07
0.8
0.7
[ |
ooe (MR PP
e |
8 0.5 | ‘, kAl . ¥ o ey
< 0.4/ L
§ 0.3 —— SAFARI + Server Datasize 500

—— SAFARI + Server Datasize 5000
SAFARI + Server Datasize 10000
—— FedAvg

o
[N

e
e

1000 1500 2000 2500 3000 3500
Communication Round

0 500

Figure 2. Comparison of test accuracy on CIFAR-10 (s =4, p =
1,qg =0.4).

2) Improvement of the SAFARI Algorithm under In-
complete Client Participation: The improvements of our
SAFARI can be observed in two aspects: improved test ac-
curacy and faster convergence rate.

L. Improved test accuracy. In Table 2 and 3, we show the
test accuracy improvement of our SAFARI algorithm com-
pared with that of FedAvg in standard FL. In Table 2, we
can observe that even with a few server participation with a
probability of 0.2, there is a non-negligible improvement in
test accuracy. In Table 3, the key observation is that, with a
small amount of auxiliary data at the server, there is a sig-
nificant increase of test accuracy for our SAFARI algorithm.
For example, with only 50 data samples at the server (0.1%
of the total training data), there is a 16.65% test accuracy
increase. With 1000 data samples, the improvement reaches
31.07%. This verifies the effectiveness of our SA-FL frame-
work and our SAFARI algorithm. Another observation is
that for nearly homogeneous case (e.g., from p = 10 to
p = b), there is no statistical difference with or without
auxiliary data at the server (denoted by ‘-’ in Table 3. This
is consistent with the previous observations of negligible
degradation in cases with homogeneous data across clients.

II. Faster convergence rate. In Fig. 2, we show the conver-
gence processes of SAFARI on CIFAR-10 under incomplete
client participation (s = 4) with non-i.i.d. data (p = 1).
We can see clearly that the convergence of SAFARI is ac-
celerating and the test accuracy increases as more data are
employed at the server.
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6. Conclusion

In this paper, we rigorously investigated the server-assisted
federated learning (SA-FL) framework (i.e., to deploy an
auxiliary dataset at the server), which has been increasingly
adopted in practice to mitigate the impacts of incomplete
client participation in conventional FL. To characterize the
benefits of SA-FL, we first showed that conventional FL
is not PAC-learnable under incomplete client participation
by establishing a fundamental generalization error lower
bound. Then, we showed that SA-FL is able to revive
the PAC-learnability of conventional FL under incomplete
client participation. Upon resolving the PAC-learnability
challenge, we proposed a new SAFARI (server-assisted
federated averaging) algorithm that enjoys convergence
guarantee and the same level of communication efficiency
as that of conventional FL. Extensive numerical results also
validated our theoretical findings.
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A. Proofs

Theorem 1 (Impossibility Theorem). Let H be a non-trivial hypothesis space and L : (X, y)(mm — H be the learner
for an FL system. There exists a client participation process F with FL system capacity w, a distribution P, and a target
concept f € H withminpey Rp(h, f) =0, such that Ps.p[Rp(L(F(S), f)) > 4] > 55.

Proof. Denote S the dataset with size Mn i.i.d. sampled from distribution P, F(-) the sampling process of FL system, and
S = F(S) the training dataset selected by FL system with size mn. Consider a distribution P with support on only two

points {x1, z2} such that Pp(z1) = 1 — 4e and Pp(x2) = 4e with € = 152

First we show that the rare points x5 appears at most (1 — w)Mn times with constant probability. Let § be the number of x5
points in S, then § ~ B(Mn, ¢) is a binomial random variable. By the Chernoff bound,

eMn l1-w n 17
Pls > (1 — w)Mn] = P& > (1 + 1)deMn] < e~ *F™ = e~ =5 < =4 < 5
SoP[§ < (1 —w)Mn] > 3.
Next, we consider the following sampling process with dataset S = {(z}, f(z})),.. ., (x/MXn, f(a:/MXn))}: choosing as

many data (z;, f(x;)),i € [mn] such that z; = z; as possible to form the training set 5. Let fy, fo € H be two target
functions whose existence is guaranteed by the non-trivial definition of H and f;(z1) = fa(x1), f1(x2) = — fa(22), and S
be the set of all datasets in (X', )M *™) such that § < (1 — w)MN.

Let R(hs, f) =Pp[L(F(S5))(x) # f1(z) Nx # x1], the following holds for these two target functions f; and fo:

R(hs, f1) + R(hs, fo) = Pp[L(F(S))(x) # fi(z) V@ # 21] + Pp[L(F(5))(x) # fo(x) Na # 241] ()
= L) @) 0P (@2) + 127 (9)) (01)# f2 (22) P(21) (©)
= 4e. “4)

The above result hold in expectation since it holds for any S € S. Hence, there exists a target function f € H such that
EsesR(hs, f) > 2e. Note R(hs, f) < P(x # x1) = 4e, then by decomposing the expectation into two parts we obtain:

2 <EsesR(ho, /)= Y, R, IP[R(hs, I+ D R(R(ho, [)P[R(hs, [)] )
SR (hs,f)>e S:R(hs,f)<e

< dePses[R(hs, f) > de] + e(1 — Pses[R(hs, f) > €]) (6)

= €+ 3ePses[R(hs, f) > €. @)

That is,

Pses[R(hs, [) = €] = 3. ®)

— Wl

Note R(hs, f) = Pp[L(F(5))(x) # fi(x) Nz # 21] < R(L(F(S))

final results:

= Pp[L(F(S))(z) # fi(x)], then we have the

Ps~p[Rp(L(F(S)),f) = €] = Ps~p[R(hs, f) > €] ©)
> Pses[R(hs, ) = €]P[S € S] (10)
S A (a1
320 20
O

Theorem 2 (Generalization Error Bound for SA-FL). For an SA-FL system with arbitrary system and data heterogeneity, if
distributions P and Q satisfy Assumption 1 and 2, then with probability at least 1 — 0 for any 6 € (0, 1), it holds that

1 B
A ~ dy 2-68q dy 2-6q
hpy))=0 || —— _ , 1
er(h) ((nT+ns> +(“T+ns> ) M

where dyy is the finite VC dimension for hypotheses class H.

12
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Proof.
ep(hly) = Rp(hl) — Rp(h}) (12)
= [Rp(hy) — Re(hp) — (Ra(hy) — Ra(h))] + Ra(hy) — Ra(h)) (13)
< lep(hl) —eq(hi))| +2q(h) (14)
< aeq(hy)? +eq(hy). (15)

Combining with Lemma 1, the proof is complete.

Lemma 1 (Auxiliary Lemma (Massart & Nédélec, 2006; Koltchinskii, 2006; Hanneke & Kpotufe, 20 IA 9; 2020)). For any
m € Nand 6 € (0,1), define A(m,d) = %ﬁ log(#= + -Llog(5)) With probability at least 1 — 6, Vh, h € H,

dy
R(h) — R(h) < R(R) — R(R) + cr/min {Ps(h # h), Bs(h # h)}A(m, 6) + cA(m, 5), (16)
%Ps(h £ h) — cA(m,8) < Pg(h # h) < 2Pg(h # h) + cA(m,d), (17)
eq(hy) = [A(m, )= , (18)

where Pg(-) = E[Pg(-)], S is the i.i.d. dataset with size m drawn form distribution Q, ¢ € (0,00) is a constant.

O

Theorem 3 (Conditions of SA-FL Being No Worse Than Centralized Learning). Consider an SA-FL system with arbitrary
system and data heterogeneity. If Assumption 1 holds and additionally Rp(hg)) < Rp(hg) and ep(hgy) = O(A(nr, ),
where A(nr,0) = %’ETL log(% + 1T log(3)), then with probability at least 1 — & for any § € (0,1), it holds that

ep(hy) =0 ((dH/nT)ﬁ). '

Proof. Without loss of generality, we use ¢ serve as a generic constant since we focus on the order in terms of the sample
number and thus omit the constant factor.

ep(hyy) = Rp(hg) — Rp(hp) (19)
< Rp(hy) — Rp(hp) + cy/min {P(hiy # ), P(hy # )} A(nr, 8) + cA(nr, 8) (20)
< c\/sép(izzg)A(nT, 8) + cA(nr,0). (1)

The first inequality is due to Lemma 1 and second inequality follows from Lemma 2 and Noise assumption 1. Then we have
the following result, which completes the proof:

ep(hg) < cA(nr,9) =5p |

O
Lemma 2. If Rp(h}) < Rp(h), with probability at least 1 — 6,
Rp(h) — Re(hp) = ep(hy) + O(A(nr, 6)).
Proof.
Rp(hé) — Rp(hp) < Rp(hy) — Rp(h}) (22)

13
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<Rp(hgy) — Re(hp) + c\/min {P(hy # h*P),P(h"fQ # hi)A(nr, 6) + cA(nr, §) (23)
=ep(hy) + O(A(nr,9)). (24)
O

Theorem 4 (Convergence Rate for SAFARI in Non-Convex Functions). Under Assumptions 3 - 5, if n. < m,

- G 2092
Ne = QIZ and g <1/ (4 < 4(11 QEZK)QGl =) + 1), then, the sequence {x,.} generated by SAFARI satisfies:

R
1 2 _ 2(F(x0) = F(x"))
BV < 20— TED g
where § = Lns(1 — q)o? + m(ag + 6Ko2) + 2452 G = max.er |VF(x,)

9 mK 2’ and G2 =
% Zié[m] Zke[K] VFi(Xr,k)H .

maXye7,

Proof. In expectation, we define that there are totally Rs; = |75| = (1 — p)R rounds for server update, R. = |7.| = pR
rounds for client update, and R = R, + R,

Taking expectation on the random data samples conditioned on x,., we can have the following one-step descent when server
updates:

B (F (k1)) € Fx0) + (VF(6), By g %) + Bl — . (25)
= Fe) + (VE(xr), BV F ey, €)]) + S [[VE () ) 26)
= F(x) — mll VG + 9 E o) 2+ P2 @
That is,
IVFO)IP < 2 (Fx) = B [F (o)) + (L = DIV + Lo, 28)

Similarly, when clients update, we assume there are totally m clients participating in one round, denoted as [m]. Then we
have:

L
E [F(x/41)] < F(x,) + <VF(XT)»ET[XT+1 - XT]> + EET[”XT+1 - XT”Q} (29)
L
= F(x;) + (VF(x,), =B, [A]) + SZE[[| A 7] (30)
Ay Ay
A = <VF(XT)7 _ncEr[ATD (3D
1
= ﬁnc [_KZHVF(XT)W - ”Er[Ar”F +[[KVF(x;) — ET[A,«]||2] (32)
2 2
K c c 1 7
= - SEIVEC)I? - g | — > 3 VR S Y [VE) - VRG] 6
i1€S, kE[K] €S, ke[K]
2
K c c 1 7
< —EIVFEIP = o= | = 3 Y VR 5= > Z IVF(x) = VEx)| (34)
i€S, ke[K] M s, kelk X

14
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2
Knc

1 7
<= SIVEEIP = |l D D0 VR (35)
i€S, ke[K]
+n.Kog +n.KL? [5KnZ(0® + 6Kog) + 30K 07 |[VF(x,)|?] , (36)
where A3 could be bounded as follows:
; 2
Az = ||[VF(x,) = VF(x;,)|| 37)
= ||VF(x,) = VF;(x,) + VFi(x,) — VF;(x. ) H (38)
< 2|VF(x,) = VE(x,)|? +2||VEi(x,) — VE (x| (39)
< 20% 4207 ||x, — x4 (40)
<20% +2L% [5Kn?(0® + 6Kog) + 30K>n2 | VE(x,)[?] , (41)

where the last inequality follows from the bounded local update step with 7, < ﬁ (see Lemma 2 in (Yang et al., 2021b)
and Lemma 3 in (Reddi et al., 2021)).

L
Ay = SR IA] (42)
2 2
< Ln? —Z > VEL)| +Ln|— Z > [VFi(x,) = VE(xL .60 ,))] (43)
1€S, kE[K] zeS k€E[K]
2
LK
< Lip? —Z 3 VEL)| + T2, (44)
i€Syr ke[K] m

where the last inequality is due to the martingale difference sequence {VFj(x..,) — VF;(x} ;,&.,)} (see Lemma 4
in (Karimireddy et al., 2020)).

Putting pieces together, we have

2

mz > VE(xl,)| +nKog  (45)

1
Kne(s = 30L2K* ) [V () ||* < F(xr) = By [F(x,41) =

i€Sy ke[K]
2
+ 0K L? [5Kn? (0 + 6Kog)] + Ln? Z Z VF;(x + %02 (46)
c c G c ZGS Rt rk m

f(% 30L2K2n?) > i (e, me < m) and 7. =

4
IVF(x,)|* < E(F(XT) — B [F(x,11)]) + 40% (47)
2
ALy, 2 ALn.
(- - LS S vRk,) +2OKL277§(02+6K0%)+%02 (48)
i1€S, ke[K]
2
= —(F(x,) = E;[F(%11)]) + 40 (49)
n
2
8L, 80L%n> 8L,
+(KZ S mZZVF X0 1) +Tm(02+6Kaé)+m?{aQ (50)
1€S, kE[K]
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Note there are totally R rounds (75 as the round indices) for server update and R, rounds (7 as the round indices) for
client update. Let R = R, + R, we have

21 1 LnsR
2 2 sils o
ZEHVF <P < 53 <F<x7-> ~ Flxps)) + 3 2; (Lns = DIVEGe)|? + 22202 G
2
8L776 80R.L*n?, , 9 8LR.ms o
_ = Fi(x —— = s K 2
Rt 2O 2 X VG| R bR et (oD
re€T. zGS ke[K]
2(F(xo) — F(x*))  LnsRs 5, 80R.L*p?, , 9 S8LR.ms o
< , . K
< R + i s+ *R (0° +6Koz) + KR (53)
where the last inequality follows from
2
AR.0% < > (1= Ly )IVF)* + Y (5 2 SL”S Z > VFi(xL,) (54)
— K m T
reTs reT. 1€Syr kE[K]
2 8L77S
< Rs(1—Lns)G1 + Rc(ﬁ - —=5 )Ga, (535

where G1 = max,cr, |[VF(x,)||? and G = max,¢r,

2Ln?2
such that ¢ < 1/ <4"G 4G2 (570 — —2%) +1).

2
1 Dies, 2oke(K] VFi(X:",k)H . That is the requirement on ¢

(1-Lns)G1

A.1. Discussions

We want to cast caveats on Corollary 1. The results in Corollary 1 does not hold in arbitrary cases. Specifically, Corollary 1
o2 2Ln Ao 2Ln?

176 ?1G2](—4§]K)2G1 K2 )R and Ry = O(5£-). In other words, we need —< ?1(;22;}:)2& =) < %z <

— K(ﬁm—;{)’ where ¢ is a constant. Approximately, £ 7> = constant. Due to R; + R. = R, we can see that R = ()(R). So

the convergence rate is O(

requires both R, >

\/mlﬂ)’ which is the same order of O(ﬁ).

Theorem 5 (Convergence Rate for SAFARI in Strongly Convex Functions). Under Assumptions 3 - 5 and assume each

_ in (1+30Ln(1+2Ln))G377G
Sfunction F; is u—strongly convex, if ns < andq 1/11+ ( T “*‘”Q”)Gg

Ltp 4L2y

: ) , then, the sequence {x,}
generated by SAFARI satisfies:

Elxp - x.* < (1= 7)%|x0 — x.* + 9,
where § = Sqnc o2 +2q"CU + M x [BKn2(0? +6Kog)] + (1 — q)gz“nsas, 5 = |[VF(x,)|”, G4 =
5 Sies, i) ~ Fi(x.)], and 7 = 1 = 2k

L+4p

Proof. Taking expectation on the random data samples conditioned on x,., we can have the following one-step descent as
classic stochastic gradient descent method when server updates:

ETHXT-H _X*||2 :ET”XT _nst(mer) - ||2 (56)
<% = % + 2 VE )P 4+ n2o? = 2ns(x, — %., VF(x,)) (57)
2nsLp 2 2 2 2
< |1- r T Sk s\Ms F T 58
< 1= 2 2 e = ) IO+ 12 58

where the second last inequality is due to the u strongly convex property (see Lemma 3.11 in (Bubeck et al., 2015)) and

the last inequality follows from the fact ny < L+ and p—strongly convex property |V F(x)||? > 2u(F(x) — F(x.)).
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When arbitrary clients participate, we have

Erllxp+1 — X*||2 =E.[|x; —ncA, — X*H2 (59
2
< HXT—X*||2+770E .. Z Z VF rk:7 rk) 2776 Xr —X Z Z VF rk
zeS ke[K] zGS ke[K]
(60)
2
2 K772
SRR E5 3 DRI NIRRT o g VS
€S, kE[K] 165 ke[K]
(61)
2
2 Kn?
< % — %4 ||> + 72E, 72 > VFi(xL,) +— <o (62)
i€S, kE[K]
~2 s S ST (Rl = ) + B — P = e — i) (63)
zeS ke[K]
2
K 1 , Kn?
<(1- nCQ D)% — %2 + 72E, — > D VEx) +%02 (64)
1€S, kE[K]
2n.K 2nc
- 21K S (1 (x,) - Rx 55 el )
€S, 1€S, ke[K)
(66)

where the second last inequality is due to (V f(x),z —y) > f(z) — f(y) + 4[|z — y||* — L||z — x||? for any p—strongly
convex and L-smooth function f (see Lemma 5 in (Karimireddy et al., 2020)).

2 2
Z > VE(xL,)|| =E, lz > VE(xL,) - VFi(x,) + VE(x,) (67)
1€S ke[K] i€Sr kE[K]
2 2
<o, |+ Z > VFi(xl,) = VEi(x.)| +2E,|— Z Z VFi(x,) (68)
zeS ke[K] zeS ke[K

2

Z 3 E||VE(x) - VE(x,)| + 4E, 72 3 VE(x) - VF(x,)|| +4K%E, |VF(x,)|

i€Sr ke[K] 1€S, ke[K]
(69)
2K L? 5
ST Y Ellxig - x|+ 4K%02% + 4KCE, |[VE(x,)| (70)
i€S, ke[K]
(71)
Then we have
K Kn?
Epllxpsn = xul? < (1= 228, — x| + 402 K302 + 472K2 [ VF ()| + = o @)
2n. K 2770L(1 + Kn.L) i
- TS N IR — Filx)] + L ST N B — x| (73)

i€S, i€S, ke[K]
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< (1= Ty x2 + A2%0 + 4n2 K [V F () + %"U (74)
_ 2K Z [Fy(x,) — Fy(x.)] + 20K L(1 + Kn.L) [5Kn2(0® + 6K0g,) + 30K°n2||VE (x,)|]?]
- (75)
=(1- @)H Xy — X ||2 + 402 K202, + 42 K21 4+ 150K L(1 + 1. K L)] | VF(x,)||* + %’7302
(76)
_ 2K Z [Fy(x,) — Fy(x.)] + 2n. K L(1 + Kn.L) [FKnZ(0* + 6Kog)] . (77)
i€S,

The last inequality is due to the upper bound of E, [|x, —x}. ||2. That is, for each client i € [M], we have E,.||x,. — X}k |2 <
5Kn2(0® + 6Kag,) + 30K 02| VF (x,)||>.

For each step, we choose to use clients’ update with probability ¢ and server’s update with probability 1 — ¢q. Taking

expectation and letting 77 = 7ef# — 210:LL e have the following:

2 L+4p

K 2
Bt~ < (1 0o — | + 4gr2 20 + A K[+ 1KLL+ oK L)] [ V()| + P50 52

(78)
_ 2aneK Z [Fy(x,) — Fy(x.)] + 2qn. K L(1 + Kn.L) [5Kn2(0® 4+ 6Kog)] (79)
i€S,
2
= (= 7 ) IFGOIP + (L aeo? 0

2 4qn 30L7 2Ly L+p ((L+p)n 2 2
= (=) — x| +n[“ (1+ 22204 20} - 502 (0 2 ) joreol? 6

4 qKn?
IR x.)] + daqn K208 + 0% 4+ 2qn KL(1+ K L) [5Kn2(0? + 6K02)] + (1 — q)nlo?
zeS
(52)

qKnﬁ
< (L= )y — x| + a2 K202+

—0? +2qn.KL(1+ Kn.L) [5Kn?(c® + 6Kog)] + (1 — q)nZoZ, (83)

where [ {27 (1 22201+ 50)) + (- 0) 55 (575 - 25 ) IVFGI - % ies, [Fx0) = Fie)) < 0
That is, ¢ < , where G3 = |VF(x,)||” and G4 = w ZiEST [Fi(x,) — Fi(x4)].

T (2L (1 2L Gy Ay

2

1

+ 1 (Lm0 o
I~ arZ,2 )O3

=

Recursively applying the above and summing up the geometric series gives:

R—1

Ellxp — x> < (1= 7)"lxo — x>+ > (1= n)76 (84)
r=0

< (1—0)"lxo — x| + 6, (85)

where 6 = %Jé + m02 + M [5K7yf(02 + 6KO’%~)] +(1-9q) éf[fns o2,

Choosing 7 = (22l ( )), that is, 7. = Q(loq(R )and ns = Q(%), we have

~ 1
Ellxr — %, < O().
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Table 4. Test accuracy improvement (%) for SAFARI compared with FedAvg on CIFAR-10 (s = 4, ¢ = 0.8). ‘-> means no statistical
difference within 2% error bar.

NON-I.I.D. INDEX (p)

DATASET SIZE

10 5 2 1
500 - - 3.45  7.14
5000 - - 8.15 20.52
10000 - 293 932 2386

Table 5. Test accuracy (%) for SAFARI (p = 1).
CLIENT UPDATE PROBABILITY (q)

DATASET S

1.0

(FEDAVG) 0.8 0.6 0.4

0 84.49 88.96 89.11 89.1

MNIST 2 71.58 88.11 88.06 88.27
4 57.05 88.12 88.44 87.19

0 75.7 78.27 77.2  76.29

CIFAR-10 2 64.56 77.13  75.17 75.08
4 50.7 74.56  73.85 74.19

B. Experiments

In this section, we provide the details of the numerical experiments and some additional experimental results.

B.1. Models and Datasets

We test the SAFARI algorithm by running two models on two different types of datasets, including 1) multinomial logistic
regression (LR) on MNIST, and 2) convolutional neural network (CNN) on CIFAR-10. Both datasets are chose from a
previous FL paper (McMahan et al., 2017), and they are now widely used as benchmarks for FL research (Yang et al., 2021b;
Li et al., 2020b).

MNIST and CIFAR-10 have ten classes of images separately. In order to impose the heterogeneity of the data, we partition
the dataset according to the number of classes (p) that each client contains. We distribute these data to M = 10 clients, and
each client only has a certain number of classes. Specifically, each client randomly selects p classes of images and then
evenly samples training and test data-points within these p classes of images without replacement. For example, if p = 2,
each client only samples training and test data-points within two classes of images, which causes the heterogeneity among
different clients. If p = 10, each client contains training and test samples that selects from ten classes. This situation is
almost the same as i.i.d. case. Hence, the number of classes (p) in each client’s local dataset can be used to represent the
level of non-i.i.d. qualitatively. In addition, to mimic incomplete client participation, we enforce s clients to be exempt
from participation, where the index s can be used to represent the degree of incomplete client participation. Specifically, we
assume there are M = 10 clients in total, and m = 5 clients participate in each communication round. These clients are
uniformly sampled from M — s clients. Larger incomplete client participation index s means less clients participate in the
training.

For both MNIST and CIFAR-10, the global learning learning rate 1.0, the local learning rate is 0.1, and the server learning
rate for SAFARI is 0.1. The local epoch is 1. For MNIST, the batch size is 64, and the total communication round is 150.
For CIFAR-10, the batch size is 500, and the total communication round is 5000. To simulate the data heterogeneity, we
use p = [10,5,2,1] as a proxy to represent the degree of non-i.i.d. on MNIST and CIFAR-10 datasets. To emulate the
effect of incomplete client participation, we set s = [0, 2, 4] to represent the degree of incomplete client participation for the
SAFARI algorithm and the FedAvg algorithm. FedAvg is employed as the baselines to compare with our algorithm. To
compare the effect of the collaboration from server, we add [50, 100, 500, 1000] data to the server’s side for MNIST and
[500, 5000, 10000] for CIFAR-10 and choose the client update probability ¢ = [0.4, 0.6, 0.8, 1.0]. In the case of ¢ = 1.0,
our proposed algorithm SAFARI is equivalent to FedAvg.

B.2. Additional Experimental Results

In Table 4, we show the comparison between our SAFARI algorithm and FedAvg algorithm on CIFAR-10 for incomplete
client participation s = 4. The observations in Section 5 are further illustrated: 1) There is non-negligible increase of the test
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accuracy for SAFARI algorithm with small amount of auxiliary data at server’s side. With 10000 data at server’s side, the
test accuracy increases by 23.86 %. 2) There is actually no improvement with these auxiliary data for nearly homogeneous
case (e.g., p = 10), which is denoted by ‘-’ in the table.

In Table 5, we show the test accuracy of SAFARI on MNIST and CIFAR-10 under different client update probability q.
Note that when ¢ = 1.0, SAFARI is equivalent to FedAvg. We can observe that even with a few server participation with a
probability of 0.2, there is a non-negligible improvement in test accuracy.

B.3. Fashion-MNIST

We further run experiments with the Fashion-MNIST dataset, and the results are summarized as follows. These experiment
results validate our theoretical findings.

Table 6. Test accuracy (%) for Fashion-MNIST dataset with different incomplete client participations.
s 0 30 60 90 120

Test accuracy | 87.71 £0.09 | 86.17 £ 1.57 | 82.37 £ 5.8 | 80.71 £0.38 | 78.53 £ 3.05

Table 7. Test accuracy (%) for Fashion-MNIST dataset with different server’s data. (s = 90, M = 150, ¢ = 0.8.)
FedAvg SAFARI (1%) | SAFARI (10%) | SAFARI (20%)
80 £+ 0.38 82.0 £0.03 85.58 £ 1.05 85.14 +0.23

Test accuracy

B.4. Ablation study about Random Initializations

We have run each experiment setting with five random initializations for the MNIST dataset and three random initializations
for the CIFAR10 dataset. We report the mean and standard variance. The results are summarized in the following tables,
which will also be added in the revision.

Table 8. Test accuracy (%) for MNIST dataset. (s is client sampling bias and p is non-i.i.d. index.)

p=10 p=>5 p=2 p=1
s =0 | FedAvg | 92.674+0.05 | 89.70+ 0.23 | 86.04+ 0.61 | 84.60+ 0.99
SAFARI | 92.60+ 0.08 | 91.084+ 0.13 | 89.42+ 0.17 | 89.10+ 0.24
s =2 | FedAvg | 92.644+0.07 | 89.13£0.28 | 86.34+£0.92 | 71.66+ 0.74
SAFARI | 92.62+ 0.04 | 90.68+ 0.38 | 88.75+ 0.22 | 88.50+ 0.63
s =4 | FedAvg | 92.58+ 0.03 | 88.76+0.13 | 77.82+ 0.22 | 57.09+ 0.04
SAFARI | 92.51£0.04 | 90.41+ 0.17 | 88.27+ 0.21 | 88.06+ 0.24

B.5. Ablation Study about Number of Clients

In addition to the important roles of p and s, we agree that m could serve as another influencing factor. Consequently, we
have incorporated additional configurations for varying values of m, as delineated below. From these results, it is apparent
that m has a negative effect on test accuracy in non-i.i.d. scenarios. As the non-i.i.d. degree increases, the negative influence
of m becomes more pronounced.
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Table 9. Test accuracy (%) for CIFAR10 dataset. (s is client sampling bias and p is non-i.i.d. index.)

p=10 p=>5 p=2 p=1
s =0 | FedAvg | 81.48+0.38 | 79.78+0.34 | 78.36+ 0.17 | 76.39+ 0.60
SAFARI | 81.40+ 0.45 | 80.13+ 0.33 | 79.00+ 0.25 | 78.344+ 0.12
s =2 | FedAvg | 80.11£0.14 | 78.63£0.33 | 77.14£0.42 | 65.16+ 0.56
SAFARI | 80.41£0.10 | 79.13£0.28 | 77.66%+ 0.10 | 77.21£ 0.39
s =4 | FedAvg | 78.16£0.33 | 7530+ 0.22 | 67.78£ 0.38 | 50.67£ 0.25
SAFARI | 79.28+ 0.21 | 78.27£0.21 | 76.52+ 0.16 | 75.18%+ 0.54

Table 10. Test accuracy (%) for MNIST dataset. (m is participated clients in training and p is non-i.i.d. index.)

p=10 | p=5|p=2|p=1

m=1| FedAvg | 92.11 | 65.63 | 58.65 | 49.86
SAFARI | 91.88 | 90.04 | 87.96 | 87.83

m =2 | FedAvg | 9240 | 83.28 | 67.03 | 53.75
SAFARI | 92.27 | 90.00 | 87.63 | 87.45

m =3 | FedAvg | 92.51 | 87.19 | 75.14 | 55.76
SAFARI | 92.54 | 90.39 | 87.63 | 88.19

m =4 | FedAvg | 92.55 | 88.60 | 78.52 | 56.42
SAFARI | 9245 | 90.85 | 88.30 | 87.88

m =25 | FedAvg | 92.62 | 88.81 | 77.81 | 57.05
SAFARI | 9252 | 90.35 | 88.50 | 88.12

m =06 | FedAvg | 92.58 | 88.20 | 77.42 | 57.12
SAFARI | 92.65 | 90.35 | 87.67 | 88.23

Table 11. Test accuracy (%) for CIFAR10 dataset. (m is participated clients in training and p is non-i.i.d. index.)

p=10 | p=5|p=2 | p=1

m =1 | FedAvg | 78.61 | 75.34 | 53.02 | 10.31
SAFARI | 79.80 | 78.70 | 75.90 | 63.04

m =2 | FedAvg | 78.48 | 76.46 | 67.24 | 45.87
SAFARI | 79.15 | 77.90 | 76.75 | 72.93

m=4 | FedAvg | 7859 | 75.21 | 68.05 | 50.25
SAFARI | 7998 | 77.56 | 76.60 | 75.51

m =25 | FedAvg | 77.78 | 75.55 | 67.34 | 50.70
SAFARI | 79.47 | 7848 | 76.66 | 74.56
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