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Abstract—This paper presents a sliding mode control (SMC)
method for the bipartite containment control of multi-agent
systems (MASs) under input and output quantization. First, an
observer based on the super-twisting algorithm (STA) is used to
estimate the unmeasured velocities of followers in finite time,
using only quantized position information. Second, an SMC
controller is developed to achieve bipartite containment control
for followers under input and output quantization. The stability
analysis ensures that sliding variables and bipartite containment
position errors converge within specified ranges determined by
the quantization parameters and STA-based observer parame-
ters. Finally, simulation results validate the effectiveness of the
proposed SMC method.

Index Terms—Sliding mode control (SMC), quantization, bi-
partite containment control, multi-agent system (MAS)

I. INTRODUCTION

In recent years, the cooperative control of multi-agent
systems (MASs) has gained significant attention for tasks such
as exploration of resources, marine geodesy and cartography,
and unmanned aerial vehicle swarm show [1]. Studies have
focused on fundamental MAS control mechanisms, including
consensus, formation, and flocking strategies [2]. Among
these, consensus has been a primary focus in cooperative
control research [3]. Consensus problems are typically divided
into three categories: leader-free consensus, single-leader tra-
jectory tracking, and multi-leader containment control [4].
Containment control, where followers move into the convex
hull formed by leaders, is particularly important for addressing
practical issues [5].

Quantization refers to reducing data size by representing
it with fewer bits or levels of precision, thereby conserving
network bandwidth and minimizing communication overhead
[17]. In practical applications, quantization control is widely
employed in network information processing [7]. However,
the discontinuity inherent in output quantization complicates
controller design and stability analysis, receiving considerable
attention [8].
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The super-twisting algorithm (STA) is extensively utilized
in controllers and observers due to its continuous control
signals and finite-time convergence properties [9] [10]. In
[11], an STA-based observer is developed to estimate velocity
and utilize actuator fault information to achieve multi-agent
consensus despite actuator faults. Additionally, [12] introduces
a third-order super-twisted extended state observer to estimate
the position and velocity of a sensorless drive system in inte-
rior permanent magnet synchronous motors. Furthermore, [13]
presents an adaptive STA-based observer with a predetermined
convergence time in discrete time.

SMC is extensively applied across various applications
due to its robust performance in the presence of external
disturbances and uncertainties [14]. A periodic event-triggered
SMC law is designed in [15] to solve the path-following prob-
lem of underactuated surface vehicles. The SMC is received
even more attention under the influence of quantization [16].
Therefore, designing a quantized sliding mode controller in a
MAS can enhance the robustness of the system while saving
communication resources. This approach reduces the need
for frequent updates of actuators, promoting energy efficiency
and minimizing wear. Since quantized SMC of MASs is less
researched, this paper investigates this direction.

The main contributions of this paper are summarized below.
1 In this paper, we address the bipartite containment con-

trol problem for MASs under both input and output
quantization. We propose a sliding mode control (SMC)
law specifically designed to tackle these challenges. The
bipartite containment control strategy exhibits superior
communication resource conservation compared to tra-
ditional strategies that only consider input quantization.

2 Given the availability of only quantized position signals,
we design a super-twisting algorithm (STA)-based ob-
server to use the unmeasured velocities of the followers
within a finite time frame. The observation errors from
this process are uniformly bounded and directly related
to the chosen quantization parameters, ensuring reliable
estimation performance.

3 Utilizing both input and output quantization, we develop
a distributed control scheme that leverages the estimated



velocities. The stability of the MAS, despite external
disturbances, parameter uncertainties, and the constraints
of input and output quantization, is rigorously proven us-
ing the Lyapunov function. Additionally, we analytically
determine the upper bounds of the bipartite containment
position errors, demonstrating their dependence on the
quantization parameters and the parameters of the STA-
based observer.

Notations: R, Rn, and Rn×n denote the sets of all real
numbers, n × 1 column vectors, and n × n real matrices,
respectively. (·)ij represents the element of a matrix in row
i and column j. For a matrix A, AT and A−1 denote its
transpose and inverse, respectively. For x ∈ Rn, ∥x∥ and
∥x∥∞ denote the Euclidean norm and the infinity norm of
x, respectively.

II. PRELIMINARIES AND PROBLEM FORMULATION

A. Algebraic Graph Theory

This paper discusses MASs consisting of M leaders and
N followers. The communication network topology is rep-
resented by a directed graph G = {V, E}, where V =
{ν1, ν2, . . . , νN+M} denotes the set of nodes, and E ⊆
{V × V} denotes the set of edges. (νi, νj) ∈ E indicates
that the information of the jth agent can be used for the
ith agent and the opposite is false. Self-edges are not al-
lowed in the graph, i.e., (νi, νi) /∈ E . In a signed graph,
the nodes set consists of two subgroups V1 and V2, where
V1 ∪ V2 = V and V1 ∩ V2 = ∅. Consider the adjacency
matrix A = [aij ] ∈ R(N+M)×(N+M) of a directed graph
G = {V, E}, if there exists an edge (νi, νj) ∈ E , then
aij = 1 (νi, νj ∈ Vq, q = 1, 2), which denotes the cooperative
interaction, and aij = −1 (νi ∈ Vp, νj ∈ Vq, p, q =
1, 2, p ̸= q), which denotes the antagonistic interaction, and
aij = 0 otherwise. Then the in-degree matrix D is rewritten
as D = diag {d1, d2, . . . , dN+M}, where di =

∑N+M
j=1 |aij |,

and the Laplace matrix L is rewritten as L = D − A with
lii = di and lij = −aij for i ̸= j. By using (1), the Laplace
matrix is normalized to obtain ℓ.

By normalizing the Laplace matrix L of the directed graph
G = {V, E}, we get

ℓij =


1, νi = νj
lij
lii
, νj ∈ Li

0, otherwise

(1)

Then the normalized directed Laplacian matrix ℓ can be
rewritten as

ℓ =

[
ℓ1 ℓ2

0M×N 0M×M

]
(2)

where ℓ1 ∈ RN×N , ℓ2 ∈ RN×M , and satisfied
−ℓ−1

1 ℓ21M×1 = 1N×1.

B. Quantizer

For saving communication resources, we consider the com-
munication signals among leader and followers are quantized.
We use the uniform quantizer which is defined as

q(ζ) = µ round

(
ζ

µ

)
(3)

where ζ ∈ R is the input of the quantizer, q(ζ) is the quantized
value and µ > 0 is the quantization parameter. Define the
quantization error as eζ = q(ζ)−ζ. It follows that |eζ | ≤ 0.5µ.

C. Problem Formulation

The dynamics of the ith follower are described by (i =
1, . . . , N ): {

ẋi = vi,

v̇i = ui + f (xi, vi, t) + di
(4)

where xi ∈ Rn, vi ∈ Rn represent position and velocity of
the ith follower, respectively, ui ∈ Rn is control input of the
ith follower. And f (xi, vi, t) is a nonlinear function, di is an
external disturbance.

Definition 1. Let there exist a set Ch ⊆ Rn. For any x̄, ȳ ∈
Ch, and θ ∈ [0, 1], Ch is said to be a convex set if the point
θx̄+(1−θȳ) is in Ch. Given the convex hull Co(χ) which is
the minimal convex set containing all points in χ using a set
of points χ = {χ1, χ2, . . . , χN}, and is defined as Co(χ) =
{
∑N

i=1 θiχi|χi ∈ χ, θi > 0,
∑N

i=1 θi = 1}.

Assumption 1. Given a sequence of positive constants
κ1, κ2, . . . , κM satisfying

∑M
i=1 κi = 1, for any y, z, yi,

zi ∈ Rn, i = 1, 2, . . .M there exist two constants γ1, γ2 > 0
satisfying

∥f (y, z, t)−
M∑
i=1

κif (yi, zi, t) ∥∞

≤γ1∥y −
M∑
i=1

κiyi∥∞ + γ2∥z −
M∑
i=1

κizi∥∞

(5)

The control objective of this paper is to design STA-
based state observers and distributed bipartite containment
controllers for MASs in the presence of unmeasured velocities
and input and output quantization to make the position of each
follower satisfy{

limt→∞ ∥η1i − h(t)∥ ≤ δ, i ∈ ν1

limt→∞ ∥η1i + h(t)∥ ≤ δ, i ∈ ν2
(6)

where h(t) ∈ Co{η1(N+1), . . . , η1(N+M)} denotes the convex
hull formed by leaders, and δ > 0 is a constant.



III. BIPARTITE CONTAINMENT CONTROL WITH OUTPUT
AND INPUT QUANTIZATION

Define the error functions as
exi =

N+M∑
j=1

aij (sign (aij)xi − xj)

evi =

N+M∑
j=1

aij (sign (aij) vi − vj)

i = 1, 2, . . . , N (7)

We can get ėxi = evi, and according to (7), we obtain

ėvi =

N+M∑
j=1

|aij | (f (xi, vi, t) + ui (t))

+ gi(t)−
N∑
j=1

aij (f (xj , vj , t) + uj (t))−
N+M∑
j=N+1

aij ẍj

(8)
where gi(t) =

∑N+M
j=1 |aij |di(t)−

∑N
j=1 aijdj(t) with gi(t) ≤

2dmax.
The sliding mode variable si is designed as

si = cexi + evi (9)

From (8)-(9), the derivative of si becomes

ṡi =cevi + f (xi, vi, t) + ui (t) + gi(t)

−
N∑
j=1

aij (f (xj , vj , t) + uj (t))−
N+M∑
j=N+1

aij ẍj
(10)

By using the SMC technology and from (10), the control
input of the ith follower can be taken as

ui(t) =− cevi − f (xi, vi, t)−Ksign(si)

+

N∑
j=1

aij (f (xj , vj , t) + uj (t)) +

N+M∑
j=N+1

aij ẍj

(11)
where K > 2dmax.

Substituting the quantized control input into (3), we obtain{
ẋi = vi,

v̇i = ûi + f (xi, vi, t) + di
(12)

where ûi(t) = q (ui(t)). Let the quantization error of control
inputs be eui(t) = ûi(t) − ui(t), which satisfies ∥eui∥∞ ≤
0.5µ.

In practice, the agent’s actual position can be accurately
obtained by GPS, but the velocity cannot [17]. Therefore,
this paper considers a situation where the velocity is not
measurable. Then, the STA-based observer is used to observe
the velocity. The input signal of the STA-based observer is x̂ik,
i = 1, . . . , N , k = 1, . . . , n. Let x̄ik and v̄ik be the estimates
of signals xik and vik, respectively. The STA-based observer
equation is described as follows{

˙̄xik = v̄ik − k1|x̄ik − x̂ik|
1
2 sign(x̄ik − x̂ik)

˙̄vik = f1ik(x̄i, v̄i, t)− k2sign(x̄ik − x̂ik)
(13)

where f1ik is the kth element of f1i, k1 and k2 are the observer
parameters, and f1i(x̄i, v̄i, t) = f (x̄i, v̄i, t) + ûi.

Define the observation error variables x̃ik = x̄ik − xik and
ṽik = v̄ik − vik. According to (12)-(13), the observation error
equation is described as follows{

˙̃xik = ṽik − k1|x̄ik − x̂ik|
1
2 sign(x̄ik − x̂ik)

˙̃vik = F1ik(xi, x̄i, vi, v̄i)− k2sign(x̄ik − x̂ik)
(14)

where F1ik(xi, x̄i, vi, v̄i) is the kth element of
F1i(xi, x̄i, vi, v̄i) and Fik(xi, x̄i, vi, v̄i) = f1i(x̄i, v̄i, t) −
f1i(xi, vi, t) − ûi − di(t) is the aggregate uncertainty of the
system.

Assumption 2. [18] The aggregate uncertainty term F1i is
bounded and the upper bound is known, i.e. there exists a
known positive constant L̄ such that |F1ik(xi, x̄i, vi, v̄i)| ≤ L̄.

Theorem 1. Consider the MAS (12) and the STA-based ob-
server (13) with only uniformly quantized values of xik are
available. Under Assumption 2, if the observer parameters
satisfy the conditions k1 > µ and k2 > 3L̄ + 2L̄2

k2
1

, the
observation error converges in finite time to

∥ζi∥ ≤ χi (15)

where ζi = [ζ1i, ζ2i]
T

=
[
|x̃ik|1/2 sign (x̃ik) , ṽik

]T
, χi =√

λmax{P}
λmin{P}Ξ, Ξ = (k1θ1+2k2θ2)

√
2µ

(1−κ̄)λmin{Q} , θ1 =
√
p211 + p212,

θ2 =
√
p212 + 1, and κ̄ ∈ (0, 1) is a constant. Matrices

Q =

[
q11 q12
q12 q22

]
and P =

[
p11 p12
p12 p22

]
are sym-

metric matrices with q11 = k1
(
2k2 + k21 − 2L̄

)
/2, q12 =

−k1
(
k1 + 2L̄/k1

)
/2, q22 = k1/2, p11 = 2k2 + k21/2,

p12 = −k1/2, and p22 = 1. And settling time of convergence
Tsi is

Tsi =
2λ

1
2
max

κλmin{Q}

[
V

1
2
1i (η̃i(0))− λ

1
2
max{P}Ξ

]
(16)

Detailed proof can be found in reference [10].
With only the quantized information being available, the

tracking error exi and evi as defined in (7) become


êxi =

N+M∑
j=1

aij (sign (aij) x̂i − x̂j)

ēvi =

N+M∑
j=1

aij (sign (aij) v̄i − v̄j)

i = 1, 2, . . . , N (17)

Due to quantization, the control input of the ith follower as
defined in (11) become

ui(t) =− cēvi − f (x̂i, v̄i, t)−Kisign(ši)

+

N∑
j=1

aij (f (x̂j , v̄j , t) + ûj(t)) +

N+M∑
j=N+1

aij ˆ̈xj

(18)



where
ši(t) = cêxi + ēvi. (19)

We present the analysis to show the sliding variable si can
converge to a bounded region in finite time.

Theorem 2. Consider the MAS (12) with the sliding variable
(19) and the SMC strategy (18) by using the quantized outputs
and inputs information. If control parameters satisfy

Ki = 2 (c+ γ2)χi + (1 + γ1)µ+ 2dmax + ε (20)

where ε > 0 is a small constant, then the sliding variable
si can converge to the region ∥si∥∞ ≤ cµ + 2χi and the
overall bipartite containment position errors of each follower
can converge to the region{

limt→∞ ∥η1i − h(t)∥ ≤
√
n(cµ+2χi)

c , i ∈ ν1

limt→∞ ∥η1i + h(t)∥ ≤
√
n(cµ+2χi)

c , i ∈ ν2
(21)

where i = 1, 2, . . . , N .

Proof: Define the Lyapunov function as Vi = 1
2s

T
i si.

Considering R (ψi) ≈ R(ψ̂i) and substituting (18) into (10),
we have
V̇i =s

T
i (t)ṡi(t)

=sTi (t)

(
f(xi, vi, t)− f(x̂i, v̄i, t) + eui + cevi − cēvi

+

N∑
j=1

aij (f (x̂j , v̄j , t)− f (xj , vj , t))

+

N+M∑
j=N+1

aij

(
ˆ̈xj − ẍj

)
+

N∑
j=1

aij (ûj(t)− ûj (t))

−Kisign(ši) + gi(t)

)
.

(22)
From (3), we have∥∥êxi(t)− exi(t)

∥∥
∞

=

∥∥∥∥N+M∑
j=1

aij (x̂i − xi)−
N+M∑
j=1

aij (x̂j − xj)

∥∥∥∥
∞

=

∥∥∥∥e1i − N+M∑
j=1

aije1j

∥∥∥∥
∞
.

(23)

From ∥e1i∥∞ ≤ 0.5µ, ∥e1j∥∞ ≤ 0.5µ, and
∥
∑N+M

j=1 aije1j∥∞ ≤ 0.5µ, we have ∥êxi(t)−exi(t)∥∞ ≤ µ.
Similarly, we get ∥ēyi(t)−eyi(t)∥∞ ≤ 2χi. From Assumption
1, it follows that

∥f (xi, vi, t)− f (x̂i, v̄i, t) ∥∞
≤γ1∥xi − x̂i∥∞ + γ2∥vi − v̄i∥∞
≤γ1µ

2
+ γ2χi.

(24)

After applying (23)-(24) to (22) yields

V̇i ≤
n∑

k=1

|sik| (2 (c+ γ2)χi + (1 + γ1)µ)

+ sTi (−Ksign (ši) + gi(t))

(25)

Noting the term sgn (ši (t)) ∈ R3 in (25), we now establish
the set Υik where it is possible sgn (šik(t)) ̸= sgn (sik(t)),
k = 1, . . . , n.

The difference between the sliding variable ŝi, which is
affected by quantization, and the sliding variable si staisfy

∥ši−si∥∞ = ∥c (êxi − exi)+(ēvi − evi) ∥∞ ≤ cµ+2χi (26)

For (exi, evi) /∈ Υik, k = 1, 2, 3, we have sgn(ši) =
sgn(si). According to the condition (20), (25) becomes

V̇i ≤
n∑

k=1

|sik| (2 (c+ γ2)χi + (1 + γ1)µ)

+ sTi (−Ksign (ši) + gi(t))

≤ −ε
n∑

k=1

|sik|

≤ −
√
2εV

1
2
i

(27)

The settling time can be calculated as

Ti = Tsi +

√
2V

1
2
i (Tsi)

ε
, i = 1, 2, . . . , N (28)

which means that the sliding variable si of the ith follower
must enter the quasi-sliding mode bound when t ≥ Ti.

Next, we show the actual position of followers and the
farthest distance at corresponding the convex hull. According
to (9) and (26), we obtain

∥exi(t)∥ = ∥exi(0)e−ct +

∫ t

0

e−c(t−τ)s(τ)dτ∥

< ∥exi(0)∥e−ct +
√
n (cµ+ 2χi)

∫ t

0

e−c(t−τ)dτ

= ∥exi(0)∥e−ct +

√
n (cµ+ 2χi)

c
(1− e−ct).

(29)
Since c > 0, we have ∥exi(t)∥ <

√
n(cµ+2χi)

c as t → ∞.
Therefore, the distance between the position of the ith follower
and ideal position should satisfy

lim
t→∞

∥η1i − h(t)∥ ≤
√
n (cµ+ 2χi)

c

This ends the proof.

IV. SIMULATION RESULTS

In this section, we give a simulation to demon-
strate the bipartite containment control for MASs. Con-
sider the MAS consisting of three leader agents and
four followers. The trajectories of each leaders are
x5 = [0.1t, 2.5 sin( t

30 ) + 10, arctan( 56 cos(
t
30 ))]

T , x6 =
[0.1t, 2.5 sin( t

30 )−10, arctan( 56 cos(
t
30 ))]

T , and x7 = [0.1t+
3, 2.5 sin( t

30 +1)−2, arctan( 56 cos(
t
30 +1))]T . The initial po-

sitions of the followers are given as x1 = [−5.625, 9.325, 0]T ,
x2 = [−3.75,−3.75, 3π4 ]T , x3 = [0, 3.75, 3π8 ]T , and 4 =
[−3.75,−9.375, 3π8 ]T . The initial velocities of all followers
are [0, 0, 0]T . The external disturbance to the followers is
di(t) = [sin(0.2t+ π

5 )+ 2rand()− 1, cos(t− π
6 )+ 2rand()−

1, 0.1 cos(t)+2rand()−1]T , where rand() is a random number



Fig. 1. Trajectories of all agents.

Fig. 2. Velocity observation errors of followers.

Fig. 3. The sliding variables of the followers.

ranging from zero to one. The parameters of the sliding mode
controllers are selected as c = 1 and χ = 0.1. The quantization
parameter is µ = 0.01.

Fig. 4. Bipartite containment errors of followers.

Fig. 5. Control inputs of the first follower agent.

Fig. 1 shows the trajectories of all agents during the interval
from 0 to 300 seconds. The figure highlights four specific
moments: t = 75s, 150s, 225s, and 300s. At these times, the
follower agents are seen entering the convex hull formed by the
leaders and the symmetric convex hull. Fig. 2 indicates that
the velocity observation errors for the STA-based observers
can converge to a bounded region in a finite time, as given
in Theorem 1. Fig. 3 illustrates the sliding variables si of the
four follower agents. It is evident that the sliding variables
sik with k = 1, . . . , n converge to a bound. The bounds Υik

and the settling time of the sliding variables are provided in
Theorem 2. Fig. 4 presents the containment position errors of
three follower agents under input and output quantization. To
save space, only the control inputs of the first follower agent
are shown in Fig. 5.

V. CONCLUSION

In this paper, we studied sliding mode bipartite containment
control for MASs under input and output quantization. We
addressed the challenge of unmeasurable follower velocities by
designing an STA-based observer to estimate these velocities



within a finite time. Using quantized position and observed
velocity information, we developed a distributed bipartite
containment control law that enables the followers to converge
near the convex hull formed by the leaders and the symmetric
convex hull. Our analysis shows that the sliding variable and
bipartite containment position errors converge to a bounded
region determined by the quantization parameters and the
upper bound of observation errors. Simulation results support
our theoretical findings.
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