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Abstract

Chain of Thought prompting strategy has en-
hanced the performance of Large Language
Models (LLMs) across various NLP tasks.
However, it still has shortcomings when deal-
ing with complex reasoning tasks, follow-
ing Wei et al. (2022), including understand-
ing errors, calculation errors and process errors
(e.g. missing-step and hallucinations). Subse-
quently, Our in-depth analysis of various error
types has found that deeply understanding the
whole problem is critical in addressing compli-
cated reasoning tasks. In this paper, we pro-
posed a novel prompt strategy called Deeply
Understanding the Problems (DUP) prompting,
inspired by how humans solve complex reason-
ing problems, designed to enhance the compre-
hensive understanding of problems by LLMs.
It consists of three stages: 1) extract the core
question; 2) find out problem-solving informa-
tion based on the core question; 3) generate and
extract answers by LLMs. We evaluate the per-
formance of DUP prompting on ten diverse rea-
soning datasets. Experimental results suggest
that DUP prompting significantly outperforms
Zero-Shot CoT (Kojima et al., 2022) across
all datasets. Notably, DUP achieves state-of-
the-art on SVAMP (90.4% to 94.2%) and
GSMSK (94.6% to 97.1%).

1 Introduction

Despite the impressive performance of Large Lan-
guage Models(LLMs) in diverse NLP tasks (Brown
et al., 2020; Thoppilan et al., 2022; Chowdhery
et al., 2022), they often suffer from limited rea-
soning abilities, a challenge that cannot be ade-
quately addressed by simply scaling up the model
sizes (Wang et al., 2023b). The limitation high-
lights the importance of further improving LLMs’
reasoning capabilities. To this end, Wei et al. (2022)
proposes a few-shot chain of thought prompting,
by allowing the language model to perform natural
language reasoning before giving the final answer,
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Figure 1: Zero-shot CoT and DUP Prompting error
analysis of failures examples return by GPT-3.5-turbo
LLM. Compared to Zero-shot CoT, DUP Prompting
reduced 23 “Understanding Error” (from 54 to 31), 5
“Calculation Error” (from 18 to 13), and 8 “Process
Error” (from 10 to 2).

which is demonstrated significant performance in
various reasoning tasks.

In the current landscape of prompt methods,
the main focus of researchers lies in modifying
the prompt strategy to guide language models to-
wards improved reasoning step quality, such as
Zero-shot CoT (Kojima et al., 2022), Tree of
Thought (ToT) (Gao et al., 2023), Plan and Solve
(PS) (Wang et al., 2023a), and Complex CoT (Fu
et al., 2023). However, these methodologies often
fail to address a crucial aspect: whether the LLMs
fully understand the whole problem? As shown
in Figure 1 Zero-shot CoT strategy yielded 82 in-
correct responses returned by GPT-3.5-turbo LLM
from random 300 samples on the GSM8K dataset.
Notably, understanding errors accounted for
65.8% of total errors. The results show that LLMs
are insufficient for comprehensively understanding
the whole problem. Unfortunately, the issue has
not been given adequate attention.

To overcome the problem, in this paper, we pro-
pose DUP Prompting. Different from the previous



methods, DUP prompting improves reasoning abil-
ity by helping LLMs better understand the ques-
tion. Specifically, DUP consists of three stages: @
Extract the core question from the original input
by LLMs; ® Extract problem-solving information
required to solve the core question; ® LLMs gen-
erates responses by combining core questions with
problem-solving information. Subsequently, lever-
aging LL.Ms separates answers from the complex
text generated. The first two stages enable LLMs
to gain a clear and comprehensive understanding of
the problem, including the goal of the question and
the conditions required to solve it. The last stage is
designed to generate more accurate reply text and
answers by LLMs.

To evaluate the performance of the DUP prompt-
ing strategy, we conducted a series of experiments
on ten datasets across arithmetic, commonsense,
and symbolic reasoning benchmarks. The results
of GPT-3.5-Turbo (Ouyang et al., 2022) and GPT-
4 (OpenAl, 2023) show that DUP prompting con-
sistently outperforms Zero-shot CoT across all
reasoning datasets by a large margin. Further-
more, DUP prompting is also exceeds Zero-Shot
PS+ (Wang et al., 2023a) and Least-to-Most (Zhou
et al., 2023) prompting. Surprisingly, DUP prompt-
ing modestly improved compared to Few-shot man-
ual CoT (Wei et al., 2022) and auto CoT prompt-
ing strategy (Zhang et al., 2023b) on most reason-
ing datasets, despite DUP prompting does not re-
quire any manual demonstration examples. Over-
all, DUP prompts is capable of generating higher-
quality reasoning steps and more accurate answers.

In summary, our main contributions include:

* We analyzed various types of errors in rea-
soning tasks and found that understanding the
whole problem is key to solving it.

* Based on this error analysis, we propose DUP
Prompting, designed to enhance the compre-
hensive understanding of problems.

 Evaluations across multiple reasoning bench-
marks demonstrated significant improvements
compared to previous zero-shot methods.

2 Related Work
2.1 Reasoning with Large Language Models.

With the revolutionary development of pre-training
(Brown et al., 2020; Devlin et al., 2019; Qiu et al.,
2020), language models demonstrated to confer

a range of reasoning abilities by scaling up the
size. (OpenAl, 2023; Touvron et al., 2023; Chowd-
hery et al., 2022) show that large language mod-
els(LLMs) have remarkable success across a range
of NLP tasks. However, LLMs still struggle to
provide stable and accurate answers when faced
with complex reasoning tasks (Zhang et al., 2023a),
such as mathematical reasoning (Cobbe et al.,
2021; Patel et al., 2021; Ling et al., 2017; Hos-
seini et al., 2014), commonsense reasoning (Tal-
mor et al., 2019; Geva et al., 2021) and symbolic
resoning (Wei et al., 2022).

Recent work by (Yuan et al., 2023; Luo et al.,
2023; Yu et al., 2023) shown that adopted super-
vised fine-tuning LLLMs can improves reasoning
capabilities by a large margin. However, even
with such advancements, these models still perform
poorly in complex reasoning problems. This may
be due to the fact that fine-tuning is not enough to
unlock LLMs’ reasoning capabilities.

2.2 Prompting Methods.

It is well known that the language model directly
outputs the answer (without any intermediate rea-
soning process) to complex reasoning tasks, it
would be pretty hard to get that question right. To
overcome this problem, Wei et al. (2022) propose
Few-shot Chain-of-Thought prompting, which elic-
its a series of intermediate natural language rea-
soning steps before giving the final answer. So far,
the chain of thought prompting has been proven to
significantly improve the reasoning capabilities of
language models. For one thing, a large amount
of work emerged to improve language model rea-
soning capabilities by improving prompting strat-
egy (Zhou et al., 2023; Wang et al., 2023a; Yao
et al., 2023; Brown et al., 2020; Kojima et al.,
2022; Zhang et al., 2023b; Chen et al., 2023; Xu
et al., 2023). For another, optimizing the rationales
for better consistency and continuity (Wang et al.,
2023b; Li et al., 2023; Sanh et al., 2022; Zheng
et al., 2023). Specifically, Kojima et al. (2022) illus-
trated that LLMs are also zero-shot reasoners with-
out needing extra exemplars. By only concatenat-
ing “ Let’s think step by step” to the
end of the prompt, it can consciously generate rea-
soning steps. Zhou et al. (2023) propose to decom-
pose the prompt first into subproblems, and then
sequentially solve the subproblems. Solving each
subproblem is facilitated by the answers to previ-
ously solved subproblems. Wang et al. (2023a) pro-
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the age of 23.

I Stage3: Generate and Extract answer

I at the age of 23.
How many years ago was Raymond's son born?

I Please understand the Hint and question information,then solve the question step by step and

I show the answer.

I uu A: Raymond is 6 years older than Samantha, so he is now 31 + 6 = 37 years old. Raymond had a son
when he was 23, so his son was born 37 - 23 = 14 years ago. The answer is : 14 [Extract’s answer] I

I Un A: How many years ago was Raymond's son born? I

I Q: Raymond and Samantha are cousins ...how many years ago was Raymond's son born? I
Note: Please extract the question-solving information related to the problem(How many years ago |
was Raymond's son born?),0nly extract the most useful information, list them one by one! I

I
I Q: Raymond and Samantha are cousins ...how many years ago was Raymond's son born?
Hint: 1. Raymond was born 6 years before Samantha. 2. Samantha is now 31. 3. Raymond had a son I

Q: Raymond and Samantha are cousins. Raymond was born 6 years before Samantha. Raymond had 1
I a son at the age of 23. If Samantha is now 31, how many years ago was Raymond's son born? I
I Please extract the core question,only the most comprehensive and detailed's one !

(a) I

A: 1. Raymond was born 6 years before Samantha. 2. Samantha is now 31. 3. Raymond had a son at I

Figure 2: Detailed illustration of DUP prompting strategy. @ Extracting the core question from the original
input; @ Subsequently, extracting problem-solving information based on the core question; ® Requiring LLMs to
understand the core question and the problem-solving information to generate an answer text. Then, isolating the

final answer from the generated complex text.

pose to guide LLMs in extracting variables related
to the problem and their corresponding numbers,
formulating a complete plan, and solving the prob-
lem step by step, which can be easily customized
to solve various reasoning problems. Zhang et al.
(2023b) propose to divide the problems of a given
dataset into several clusters. Then, a representa-
tive problem is selected from each cluster and its
reasoning chain is generated using zero-shot CoT.

Different from the above works, our focus is
on LLMs to fully understand the whole problem
to avoid various errors in the reasoning steps. it
consists of three stages, where the first two stages
are designed to enhance LLMs’ comprehensive
understanding of the whole problem to avoid un-
derstanding errors and process errors. At the end
of the stage, it aims to avoid calculation errors and
extract answers accurately.

3 DUP Prompting

Overview. We introduce a new zero-shot CoT
prompting approach, called DUP prompting.
Specifically, in stage 1, extracts the core question
from complex and lengthy problem descriptions.

In stage 2, DUP prompting further extracts the
problem-solving information that is crucial for
solving the core question from the same descrip-
tion. Given the core question and problem-solving
information. At the end of the stage, DUP incorpo-
rates them into the origin question to generate the
reasoning process as well as the answer to the ques-
tion. Then, LLMs extract the final answer from the
generated text.

3.1 Stage 1: Extracting the Core Question

Understanding the goal of a question is the first
step to solving it, even for humans. Unfortunately,
LLMs maybe confused by lengthy descriptions of
complex reasoning questions, leading to inaccurate
understanding and an inability to solve the goal.
To deal with this problem, we use LLMs to explic-
itly extract the core question from the origin input
before reasoning. Specifically, we design a core
question extraction template “Please extract core
question, only extract the most comprehensive and
detailed one!” It appends to the end of question and
use GPT-3.5-turbo (Ouyang et al., 2022) to extract
the core question from the input. Subsequently, the



output of this step will be a shorter, clearer question
that will be used to help LLMs focus on the goal
of input questions in subsequent steps.

3.2 Stage 2: Extracting Problem-Solving
Information

In addition to clarifying the goal, it is also impor-
tant to find the conditions required to solve the
problem. Without fully understanding and utilizing
the conditions provided by the question, reasoning
cannot be correctly completed. LLMs also have
trouble taking full advantage of these conditions.
Therefore, we design a problem-solving informa-
tion extraction template to help solve this prob-
lem. Specifically, the template ‘“\nNote: Please ex-
tract the problem-solving information related to the
core question [Core Question info], Only
extract the most useful information, list them one
by one!” to extract all useful information required
to solving the core question. The input slot con-
tains the core question extracted in Stage 1. The
output of this step will be a list of conditions useful
in reasoning.

3.3 Stage 3: Generate and Extract Answers

Given the core question and problem-solving
information extracted in previous stages, we
incorporate them into the original input by
the template ‘“‘\nHint:
Info]l\n[Core Question]\n Please under-
stand the Hint and question information, then solve
the problem step by step and show the answer.”,
where the input slots refer to the corresponding
outputs in previous steps. This prompt is beneficial
to improve LLLM’s understanding of the question
by explicitly pointing out the goal and necessary
conditions to solve the question.

Similar to previous work in Plan and
Solve (Wang et al., 2023a), we use LLMs
to extract the final numerical answer from a
long reasoning text generated. Compared with
rule-based matching methods, using LLMs to
extract the final answers is more robust in practice.
More template details for separated answers can
be found in Appendix A.1.

[Problem—-Solving

4 Experimental Setup
4.1 Benchmarks

To evaluate the performance of the DUP prompting
strategy across ten reasoning benchmark datasets
from three categories of reasoning tasks:

Dataset Avg. words # Samples Answer Format
GSMBK 46.9 1319 Number
MultiArith 31.8 600 Number
AddSub 31.5 395 Number
SVAMP 31.8 1000 Number
SingleEq 274 508 Number
AQuA 51.9 254 Option
Last Letters 15.0 500 String
Coin Flip 37.0 500 Yes / No
StrategyQA 9.6 2290 Yes / No
CSQA 27.8 1221 Option

Table 1: Details of datasets being evaluated. CSQA
mean is CommonensenseQA.

Arithmetic Reasoning, we consider the follow-
ing six arithmetic reasoning benchmarks: (1) the
GSMSK (Cobbe et al., 2021), (2) the SVAMP (Pa-
tel et al., 2021), (3) the MultiArith (Roy and Roth,
2015), (4) the AddSub (Hosseini et al., 2014), (5)
the AQuA (Ling et al., 2017), and (6) the Sin-
gleEq (Koncel-Kedziorski et al., 2015);

Commonsense Reasoning, we include two
datasets: (7) the CommonsenseQA (Talmor et al.,
2019); and (8) the StrategyQA (Geva et al., 2021);

Symbolic Reasoning, we include two datasets:
(9) the Last Letter (Wei et al., 2022), and (10) the
Coin Flip (Wei et al., 2022). Table 1 shows dataset
statistics.

4.2 Baselines

We introduce five baselines including Zero-shot
and Few-shot to compare with Zero-shot DUP
prompting:

* Zero-Shot-CoT (Kojima et al.,, 2022):
It appends “Let’s think step by
step.” to the end of prompt.

* Plan-and-Solve (Wang et al., 2023a): It en-
ables LL.Ms to explicitly devise a plan for
solving a given problem. We adopted the
Plan-and-Solve Prompting strategy with more
detailed instructions(PS+).

e Least-to-Most (Zhou et al., 2023): The ini-
tial input is prefixed with “Let’ s break
down this problem:”. Subsequently,
the initial response from the LLMs is ap-
pended to this prompt, followed by a newline

and “The answer is:”.

* Manual-CoT (Wei et al., 2022): Design of
eight hand-crafted examples as demonstra-
tions.



Arithmetic Reasoning

Model Method

SVAMP GSMS8K AddSub MultiArith AQuA SingleEq Avg. A

Performance of Zero-shot Strategy

Zeroshot CoT 793 78.9 858 953 53.0 935 809 -
GPTASTub  LeastloMost 809 77.5 913 95.5 57.4 935 826 +1.7
S-Turbo o shot PS+ 807 79.3 86.5 92.0 55.9 930 804 +0.3
Zero-shot DUP  82.5 82.3 92.1 97.8 60.2 949 849 +4.0

Zero-shot CoT  90.4 94.6 924 97.8 72.8 950 906 -

— Least-to-Most  90.3 92.1 92.1 97.1 71.6 950 897
Zero-shot PS+  92.6 943 93.1 98.1 75.5 953 914  +0.8
Zero-shot DUP  94.2 97.1 95.1 98.1 77.1 96.0 929 423
Performance of Few-shot Strategy

Manual CoT 785 81.6 90.6 95.6 55.9 942 826 +1.7
GPT-3.5-Turbo i CoT 82.0 80.2 89.9 99.0 543 946 834 425

Table 2: Results for various Zero-shot and Few-shot reasoning approaches on six math reasoning datasets. The

best results are in bold. “A " denotes the improvement or

Method CSQA StrategyQA Avg.
Zero-shot-CoT 72.3 66.1 69.2
Zero-shot-PS+ 68.8 62.8 65.8
Least-to-Most 71.9 61.5 66.7
Zero-shot DUP 74.5 68.5 71.5
Few-shot-CoT (Manual) 76.5 64.8 70.8
Few-shot-CoT (Auto) 74.2 62.5 68.3

Table 3: Results for various approaches using GPT-
3.5-turbo LLM on commonsense reasoning datasets.

Method Last Letter Coin Flip Avg.
Zero-shot CoT 60.8 94.4 77.6
Zero-shot PS+ 60.6 95.4 78.0
Least-to-Most 83.2 82.8 83.0
Zero-shot DUP 81.2 97.6 89.4
Few-shot CoT (Manual) 74.4 98.2 86.3
Few-shot CoT (Auto) 81.2 98.6 89.9

Table 4: Results for various approaches using GPT-
3.5-turbo LLM on symbolic reasoning datasets.

* Auto-CoT (Zhang et al., 2023b): It samples
questions with diversity and generates reason-
ing chains to construct demonstrations.

4.3 Implementations

We use the public GPT-3.5-Turbo (0613) (Ouyang
et al., 2022) and GPT-4 (0613) (OpenAl, 2023)
as the backbone language models. In this paper,
all models are employed via OpenAI’s API! key,
and we adopt the greedy decoding strategy with a
temperature setting of O across all experiments. In
the Few-Shot baselines, we adhere to the recom-
mended number of demonstration examples speci-
fied in the original paper, Manual-CoT (Wei et al.,
2022) and Auto-CoT (Zhang et al., 2023b).

"https://beta.openai.com/docs/models

of various methods compared to Zero-shot CoT.

5 Experimental Results

5.1 Main Results

Arithmetic Reasoning. In Table 2 presents the
main results, which include all Zero-shot and Few-
shot baselines. Our findings reveal that DUP
prompting significantly enhances reasoning perfor-
mance compared to Zero-shot CoT on arithmetic
reasoning datasets. Specifically, in the GPT-3.5-
turbo settings, DUP prompting improves accuracy
by an average of 4% over Zero-shot CoT. In the
GPT-4 settings, DUP prompting achieves state-of-
the-art results on SVAMP (94.2%) and GSM8K
(97.1%). Additionally, DUP prompting consis-
tently outperforms other Zero-shot baselines across
all arithmetic reasoning datasets.

We also reports the few-shot methods results.
Due to the high cost of the GPT-4 API, we opted
to use the more affordable GPT-3.5-turbo as a re-
sponder for few-shot methods, including Manual
CoT (Wei et al., 2022) and Auto CoT (Zhang et al.,
2023b). Generally, the performance of zero-shot
methods tends to be lower than that of few-shot
methods. However, within the GPT-3.5-turbo set-
tings, DUP prompting demonstrates superior per-
formance with an average accuracy of 84.9%, sur-
passing both Auto-CoT (82.7%) and Manual-CoT
(81.4%). The results suggest that deeply under-
standing the whole problem enables enhancing the
response quality of LLMs’ reasoning.

Commmonsense and Symbolic Reasoning. Ta-
ble 3 shows the performance on commonsense rea-
soning datasets. Considering the experimental cost,
we only used the GPT-3.5-turbo as the backbone
language model. Compared to zero-shot meth-



Stage 1 Stage 2 Stage 3 GSM8K AQuA Avg.

X X X 76.5 512 63.8
v X X 789  53.1 66.0
X v X 80.6 55.1 67.8
X X v 803 547 67.5
v v X 799  57.0 68.4
v X v 80.8 562 685
X v v 81.7 582 69.9
v v v 823 602 71.2

Table 5: Ablation study for different variations
of DUP prompting using GPT-3.5-turbo LLMs on
GSMB8K and AQuA Datasets: Stage 1 involves ex-
tracting core questions, Stage 2 focuses on extracting
problem-solving information, and Stage 3 entails solv-
ing the problem step by step.

ods, DUP prompting consistently outperforms all
other baseline zero-shot methods. In comparison
with Few-shot methods, the accuracy of zero-shot
DUP prompting (74.5%) is only lower than that
of Manual-CoT (76.5%) on the CommonsenseQA
dataset. However, the average accuracy of DUP
prompting is still better than few-shot methods

Table 4 reveals the results on Symbolic rea-
soning datasets. On Last Letters, zero-shot
DUP (81.2%) is marginally worse than Zero-shot-
Least-to-Most (83.2%) but significantly exceeds
other Zero-shot approaches, including Manual-CoT
(74.4%) and is on par with Auto-CoT (81.2%). on
Coin Flip, zero-shot DUP (97.6%) is slightly below
Manual-CoT (98.2%) and Auto-CoT (98.6%) but
better than other zero-shot baseline methods by a
good margin. More examples from the experiment
results can be found in Appendix A.3.

5.2 Ablation Study

We observed a significant enhancement in the accu-
racy of reasoning tasks when using DUP prompting.
To investigate the impact of each stage and infer-
ence cost reduction on performance, we conducted
a series of ablation experiments across various rea-
soning tasks, as described below.

Each stage is important for solving reasoning
problems. We conducted an ablation study on
each stage to explore the effectiveness of DUP
prompting, as shown in Table 5, which presents
eight variations of the DUP prompting strategy.
The results show that each prompting strategy is
consistently better than Baseline (no prompt strat-
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Figure 3: Performance of DUP and DUP-s methods
across various reasoning tasks on GPT-3.5-Turbo.
dashline and dashline represent the aver-
age accuracy on DUP and DUP-s respectively.
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Figure 4: Results of DUP Prompting with and with-
out self-consistency(SC) using GPT-3.5-turbo LLM on
GSMS8K and SVAMP.

egy). On the other hand, it works best only when
three stages are combined on GSM8K and AQuA,
further verifying that each stage is indispensable.

Reduce inference cost but sacrifice accuracy.
To measure whether the performance can be consis-
tent after reducing the inference cost. We merge the
three stages of the DUP prompting strategy, called
DUP-s prompting, and conduct experiments using
across all reasoning datasets. Surprisingly, DUP-s
has better accuracy than DUP in AddSub and Sin-
gleEq datasets (92.6% vs. 92.1%) and (96.4% vs.
94.9%). But overall, the average performance of
DUP-s prompting dropped slightly compared to
DUP prompting (83.6% vs. 84.8%).

6 Analysis

Compatibility with Self-consistency. We em-
ploy an innovative decoding strategy, with self-
consistency (SC) (Wang et al., 2023b), as a substi-
tute for the conventional greedy decoding approach,



Model Method GSM8K AddSub Avg.

Zero-shot CoT 35.1 70.6 52.8
Zero-shot DUP 35.9(+0.8) 79.7(+9.1) 57.8(+5.0)

Zero-shot CoT 53.9 75.6 64.7
Zero-shot DUP 56.4(+2.5) 87.8(+12.2) 72.1(+7.4)

Zero-shot CoT 24.2 73.1 48.6
CodeLlama-Instruct 13b 7 0 DUP 28.1(+3.9) 74.6(+1.5) 51.3(+2.7)

Zero-shot CoT ~ 39.1 81.2 60.1
Codellama-Instruct 33 7 shot DUP 43.5(+4.4) 86.0(+4.8) 64.7(+4.1)

Llama-2-Chat 13b

Llama-2-Chat 70b

Table 6: Results of various large language models (LLMs) on GSM8K and Addsub. Compared with Zero-shot
CoT, DUP prompting still has outstanding performance.
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Figure 5: Results of each stage of DUP prompting strategy on GSM8K, AQuA and SVAMP using GPT-4, GPT-
3.5-turbo and Llama-2-Chat 70b as core question and problem-solving information extractor. Finally, GPT-3.5-turbo

IIms as responder.

which initially samples a diverse array of reason-
ing paths rather than only opting for the greedy
approach. Subsequently, choosing the most consis-
tent answer as the answer. Existing research (Wang
etal., 2023a; Xu et al., 2023) indicates that adopted
SC notably enhances the performance of chain-of-
thought prompting. We are also curious whether
using SC can further enhance the performance of
DUP prompting. Hence, to evaluate the impact of
integrating DUP prompting and self-consistency on
GSMSK and SVAMP using GPT-3.5-Turbo, setting
the temperature to 0.7 and N to 10 for experiments
with SC. When combined with SC, the results re-
vealed in Figure 4 demonstrate a significant en-
hancement in the performance of both zero-shot
CoT and DUP prompting. Notably, DUP prompt-
ing with SC(88.6% and 88.8%) consistently outper-
forms Zero-shot CoT with SC(86.4% and 86.3%),
indicating its compatibility with the SC approach.

Performance of DUP prompting on other LLMs.
To further evaluate the performance of DUP
prompting in LLMs with relatively smaller param-
eters. we adopted Llama-2-Chat 13b and Llama-
2-Chat 70b (Touvron et al., 2023), CodelLlama-

Instruct 13b and CodeLlama-Instruct 34b (Roziere
et al., 2023) as backbone LLMs evaluated on
GSMB8K and AddSub. As shown in Table 6, the per-
formance of DUP prompting is significantly ahead
of Zero-shot CoT method no matter which one
LLMs. Moreover, the average performance of DUP
prompting increased by 7.4% in Llama-2-Chat 70b.

The accuracy of Core questions and Problem-
solving information is beneficial to improving
DUP prompt performance. To examine the im-
pact of core question and problem-solving informa-
tion quality on the DUP prompting strategy. Our
tests spanned across AQuA, GSM8K, and SVAMP
datasets for each stage of DUP prompting. The
results, as illustrated in 5, indicate a significant
performance boost in DUP prompting when using
GPT4 as the extractor. On the other hand, using
Llama-2-Chat 70b for information extraction leads
to a significant decrease in accuracy. This outcome
highlights the critical impact of extracted informa-
tion quality on overall performance. More detailed
analysis are in Appendix A.2.

Error Analysis. To further analyze the effect of
DUP prompting on Understanding errors, Process
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Y @ Problem Description

I They decided to hold the party in their backyard. They have 10 sets of tables and each set has 6 chairs. If there are
i1 people sitting on chairs. How many chairs are left unoccupied? i

i Uﬂ Zero-shot CoT Reasoning

I Sure! First, let's calculate the total number of chairs available. There are 10 sets of tables, and each set has 6 chairs, |
I so the total number of chairs is 10 sets * 6 chairs/set = 60 chairs.x I

| &) Zero-shot DUP Reasoning

:‘ chairs, how many chairs are empty?

H Stage2. Problem-Solving info: 1. 10 sets of tables. 2. Each set has 6 chairs. 3. 11 people sitting on chairs. I
I Stage3. Generate the Answer:We can follow these steps: 1. Total chairs = 10 sets of tables * 6 chairs per set = 60 I
I chairs. 2. Number of chairs occupied = 11 people sitting on chairs. 3. Number of chairs left unoccupied = Total I
I chairs - Number of chairs occupied = 49 chairs, Therefore, 49 chairs are left unoccupied at the party. V4 I

| Stagel. Core Question: If there are 11 people sitting on chairs at a party with 10 sets of tables, each set having 6 i

Figure 6: Case study about the comparison between Zero-shot CoT and Zero-shot DUP prompting. Examples
from the SVAMP dataset, with solutions generated by Zero-shot CoT and DUP. Zero-shot CoT will generate answers
directly through a chain of thought. However, DUP generates answers that combine problem-solving information

with the core question.
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Figure 7: Quantitative analysis of various types of errors between CoT and variant methods of DUP prompting.
Randomly select 300 examples on GSM8K and AQuA. Subsequently, use GPT-3.5-Turbo LLMs to generate
responses and count failed answers. We can see that our method reduces the frequency of various error types

compared with Zero-shot CoT.

errors and Calculation errors. We first separate
the core problem and problem-solving information
from DUP prompting, and called DUP stage_1 and
DUP stage_2 methods respectively. Subsequently,
the total number of three major types of errors was
counted. As illustrated in Figure 7, the variant
method of DUP prompting significantly reduces
the frequency of various error types compared with
Zero-shot CoT. For error statistics and further anal-
ysis, see Appendix. A.2.

7 Conclusion

In this work, we discovered that a deep understand-
ing of the whole problem is crucial for tackling
complex reasoning tasks. Consequently, we in-
troduce the DUP prompting, which consists of

three stages focused on assisting LLMs in gaining
a more accurate and comprehensive understanding
of the problem. A series of experiments on arith-
metic, commonsense, and symbolic reasoning tasks
demonstrated that DUP prompting significantly im-
proves the reasoning abilities of Large Language
Models (LLMs). It consistently outperforms pre-
vious Zero-shot methos and modestly surpasses
Few-shot Manual CoT and Auto CoT across most
reasoning datasets. Further analysis confirms the
efficiency and generalization of our method. Over-
all, our approach is a general strategy which can be
applied to various reasoning tasks. Moreover, con-
sidering whether LLMs fully understand the whole
problem maybe also be beneficial to non-reasoning
tasks. We leave them for future work.



Limitations

There are two limitations to this work. First, DUP
prompting necessitates three visit to LLMs, which
significantly increases the inference cost. Although
we attempted to merge the three stages of the DUP
strategy into a single stage, this approach unfortu-
nately led to a decrease in accuracy. Secondly, DUP
prompting are helpful in reducing the frequency of
various types of errors. However, understanding er-
rors remain prevalent in arcoss all reasoning tasks.
We will further explore how to solve understanding
errors and reduce the cost of reasoning.

Ethic Statements

We take ethical considerations very seriously and
strictly adhere to the ACL Ethics Policy. This pa-
per aims to improve the large language model rea-
soning through a novel prompt strategy. All used
model (or APIs) and datasets in this paper are pub-
licly available and have been widely adopted by
researchers. All experimental results upon these
open models and datasets are reported accurately
and objectively. Thus, we believe that this research
will not pose any ethical issues.
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A Appendix
A.1 Prompt details.

In this selection, We show the prompts used in this
study, covering the inference prompts, extract an-
swer prompts and error analysis prompts. Firstly,
table 7 shows the inference template for all reason-
ing tasks. Secondly, tables 8, 9 and 10 list the ex-
tract answer prompts we have tried for each dataset.
Finally, As shown in the Figure 8, this prompt is
designed to categorize failure examples.

A.2 More analysis.

In this selection, we further analyze why DUP
prompting is efficient. It mainly covers the fol-
lowing three aspects: @ Compared to Zero-shot
CoT, our methods introduce fewer errors or solve
more problems? @ The impact of the quality of
extracted core question and problem-solving infor-
mation on the performance of DUP prompting. &
Perform statistics and analysis of error types on
more reasoning dataset.

200
w7 Zero-shot CoT 173
175 eooo Zero-shot DUP By
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Figure 9: Distribution of the number of new fail-
ure examples (Error) and solved problems (Correct)
introduced by Zero-shot CoT and DUP prompting com-
pared to Baseline (no prompt strategy).

Introduce fewer errors while solving more prob-
lems. What causes the performance difference
between DUP and CoT prompting strategies com-
pared to the baseline: Solving more problems or
reducing more errors? As shown in 9, the
CoT strategy successfully solved an additional 148
problems, but introduced 116 new errors. In com-
parison, the DUP strategy not only surpassed CoT
in the number of problems solved(173 vs 148) but
also introduced fewer bugs, at only 97. This find-
ing highlights the importance of considering error
introduction when optimizing a prompting strategy.
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Evaluate the quality of the extracted core ques-
tion and problem-solving information. Further-
more, we randomly sampled 100 examples on
GSMSK and used GPT-4 and GPT-3.5-Turbo to ex-
tract core questions and problem-solving informa-
tion respectively. Subsequent manual evaluation,
as shown in Figure 10, shows GPT-4 achieving
a 20% improvement in core question and a 13%
increase in problem-solving information over GPT-
3.5-Turbo. The result shows that more accurate
information is beneficial to improve DUP prompt-
ing performance.
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coo0oo0O0 o000 00O
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Figure 10: Compare the accuracy of DUP prompting
stagel and stage 2 information extracted by GPT-3.5-
Turbo and GPT-4 respectively on GSMS8K.

Quantitatively analyze more reasoning datasets
As shown in the Figure 11, understanding errors
still account for the largest proportion of all error
categories. Specifically, understanding errors ac-
counts for the largest proportion of error types, and
our method also focuses on resolving these errors.
However, the reduction in calculation errors and
process errors should be attributed to a deep un-
derstanding of the problem. For the CSQA and
Coin Flip datasets, which respectively belong to
Commonsense reasoning and Symbolic reasoning
tasks, this leads to the absence of calculation errors
and seldom process errors. We can see that our ap-
proach benefits more from reducing understanding
erTors.

A.3 Example Outputs by Zero-shot DUP

Tables 11 to 20 list example outputs generated by
Zero-shot DUP for each dataset.



Error Analysis Prompt using GPT-4-1106:
Question: [Question Descripte].
Wrong Response: [Wrong Answer].
Correct Response: [Correct Answer].
Please judge which type of error it belongs to based on the above
information [question, wrong answer, correct answer]:
1. Errors in understanding: e.g., Errors in semantic understanding
and lack of commonsense concepts
2. Calculation error: An error occurred while performing a basic
operation
3. Process errors: e.g., missing step, hallucination
Finally, please explain why this error falls into the category you
selecte

Figure 8: Prompt for error analysis. Question descripte is origin problem input. wrong answers represent incorrect
text generated by the LLMs. Correct answer indicates the correct label for the question.

No. Templates Reasoning tasks
Extract core question: Please extract core question, only the most
comprehensive and detailed’s one!
Extract problem-solving information : Please extract the most GSMS8K, AddSub,
useful information related to the core question( [Core Question)), SVAMP, MultiArith,
1 . . . | SingleEq, AQuA,
Only extract the most useful information, and list them one by one! CSQA, StrategyQA,
Generate the answer: Hint: [Problem-solving Info), \n[ Core Question]. Coin Flip
\n Please understand core question and problem-solving information,
then solve thequestion step by step and show the answer.
Prompt: Please accurately understand the question useful information
2 Last Letter

and solve the question step by step.

Table 7: Reasoning prompt templates include all reasoning tasks. Red indicates extracted problem-solving
information to the problem. Blue indicates extracted core question.

No. Template Arithmetic Reasoning
Here is a math question and a model’s answer about this question. Please extract the
EXACT number from the answer text as the final answer for question. GSMSK, AddSub,

1 QUESTION: {}. \nANSWER: {} SVAMP, MultiArith,
Final format should be a legal 'number’ without any suffix such as ’$’. SingleEq
The final answer is:
Here is a math question and a model’s answer about this question. Please extract the
EXACT choice from the answer text as the final answer for question.

2 QUESTION: {}. \nANSWER: {} AQUA

Final format should be a legal ’options’,If you can’t find the right choice , just answer
Z. The final answer is:

Table 8: Extract answer template with GPT-3 . 5-turbo on Arithmetic Reasoning.

12



Template Commonsense Reasoning

Here is a Commonsense question and a model’s answer about this question.
Please extract the EXACT one choice from the answer text as the
final answer for question.

1 QUESTION: {}. \nANSWER: {} CommonsenseQA
Final format should be a legal "choice’(eg. (A) or (b)),If you can’t find the
correct choice, just answer the one that is closest to the answer.
The final answer is:
Here is a Commonsense question and a model’s answer about this question.
Please extract theEXACT one choice from the answer text as the final
answer for question.
QUESTION: {}. \nANSWER: {}
2 Final format should be a legal ’string’(Yes or No), If you Uncertain or unknow, StrategyQA
Please understand that the question and answer information outputs the closest
answer,you can only output Yes or No.
The final answer is:
Table 9: Extract answer template with GPT-3 . 5-turbo on Commonsense Reasoning.
No. Template Symbolic Reasoning
Here is a question related to concatenating last letters, along with a model’s
answer to this question. Please extract the EXACT string from the answer
text to determine the final answer to the question.
1 QUESTION: {}. \nANSWER: {} Last letters
Note: Please extract the string after (the answer is:), or the string that appears at
the end of the sentence.
The final answer is:
Here is a Coin flip related question and a model’s answer about this question.
Please extract the EXACT string from the answer text as the
final answer for question.
2 QUESTION: {}. \nANSWER: {} Coin Flip

Note: If you find that the coin is still heads up, the answer is "yes". If you find
that the coin is not still heads up or tails up. the answer is "no".
The final answer is:

Table 10: Extract answer template with GPT—-3.5-turbo on Symbolic Reasoning.
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Figure 11: Distribution for errors of more reasoning datasets. Randomly select 300 examples from different
reasoning task datasets (only 254 examples except AQuA), use GPT-3.5-Turbo LLM to generate responses and count
failed answers to quantitatively analyze different error categories. In the figure, CSQA belongs to Commonsense
reasoning, coin flip belongs to Symbolic reasoning, and the rest belong to Arithmetic reasoning.

Q: A number is as much greater than 36 as is less than 86. Find the Number. Answer Choices: A)60
B)56 C)51 D)61 E)41

Stagel: Extract the core question.
A: Please extract core question,only the most comprehensive and detailed one!
Output: A number is as much greater than 36 as is less than 86. Find the number.

Stage2: Extract problem-solving info.

A: Note: Please extract the most useful information related to the core question(A number is as much
greater than 36 as is less than 86. Find the number), Only extract the most useful information , list
them one by one!

Output: 1. The number is as much greater than 36 as it is less than 86.

Stage3: Generate the answers.

A: Hint: 1. The number is as much greater than 36 as it is less than 86.

A number is as much greater than 36 as is less than 86. Find the number.

Please understand the Hint and question information,then solve the question step by step and show
the answer.

Output: The number that is as much greater than 36 as it is less than 86 can be found by calculating

the average of 36 and 86. Average = (36 + 86) / 2 Average = 61.So0, the number is 61, which is option
D.

Table 11: Example outputs by Zero-shot DUP for AQuA.
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Q: Morisette and Kael were asked to bring fruits. Morisette brought 5 apples and 8 oranges, while
Kael brought twice the amount of apples and half the number of oranges than Morisette. How many
fruits do they have in total?

Stagel: Extract the core question.
A: Please extract core question,only the most comprehensive and detailed’s one!
Output: How many fruits do Morisette and Kael have in total?

Stage2: Extract problem-solving info.

A: Please extract the most useful information related to the core question(How many fruits do
Morisette and Kael have in total?), Only extract the most useful information , list them one by one!
Output: -Morisette brought 5 apples and 8 oranges.\n- Kael brought twice the amount of apples and
half the number of oranges than Morisette.

Stage3: Generate the answers.

A: -Morisette brought 5 apples and 8 oranges.\n- Kael brought twice the amount of apples and half the
number of oranges than Morisette.\nHow many fruits do Morisette and Kael have in total? \nPlease
understand the Hint and question information,then solve the question step by step and show the
answer.

Output: Morisette brought 5 apples + 8 oranges = 13 fruits.\nKael brought 2 * 5 apples = 10
apples.\nKael also brought 1/2 * 8 oranges = 4 oranges. \nSo, Kael brought a total of 10 apples + 4
oranges = 14 fruits.\nTherefore, Morisette and Kael have 13 fruits + 14 fruits = 27 fruits in total.

Table 12: Example outputs by Zero-shot DUP for GSMS8K.

Q: Each chocolate bar in a box cost $3. If a box had 7 bars total and Olivia sold all but 4 bars, how
much money would she have made?

Stagel: Extract the core question.

A:Please extract core question,only the most comprehensive and detailed’s one!

Output:How much money would Olivia have made if she sold all but 4 bars from a box of 7 chocolate
bars, where each bar costs $3?

Stage2: Extract problem-solving info.

A: Please extract the most useful information related to the core question(How much money would
Olivia have made if she sold all but 4 bars from a box of 7 chocolate bars, where each bar costs $3?),
Only extract the most useful information , list them one by one!

Output:1. Each chocolate bar costs $3. 2. There are 7 bars in a box. 3. Olivia sold all but 4 bars.

Stage3: Generate the answers.

A: Hint: 1. Each chocolate bar costs $3. 2. There are 7 bars in a box. 3. Olivia sold all but 4 bars.
How much money would Olivia have made if she sold all but 4 bars from a box of 7 chocolate bars,
where each bar costs $3?

Please understand the Hint and question information,then solve the question step by step and show
the answer.

Output: Olivia sold all but 4 bars from a box of 7 chocolate bars, where each bar costs $3.So, Olivia
sold 7 - 4 = 3 bars. The total amount of money Olivia would have made is 3 bars * $3 per bar = $9.

Table 13: Example outputs by Zero-shot DUP for MultiArith.
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Q: Baker made 144 cakes. He sold 71 of them. Then he made 111 more cakes.How many more cakes
did baker make than those he sold?

Stagel: Extract the core question.
A: Please extract core question,only the most comprehensive and detailed’s one!
Output: How many more cakes did the baker make than those he sold?

Stage2: Extract problem-solving info.

A: Please extract the most useful information related to the core question(How many problems did
Paige have to do for homework after she finished 44 of the problems at school, if she initially had 43
math problems and 12 science problems?), Only extract the most useful information , list them one by
one!

Output: - Baker made 144 cakes.\n- He sold 71 of them.\n- He made 111 more cakes.

Stage3: Generate the answers.

A: Hint: - Baker made 144 cakes.\n- He sold 71 of them.\n- He made 111 more cakes. \nHow
many more cakes did the baker make than those he sold? \nPlease understand the Hint and question
information,then solve the question step by step and show the answer.

Output: The baker initially made 144 cakes and then made an additional 111 cakes, so in total, he
made 144 + 111 = 255 cakes. He sold 71 cakes. Therefore, the baker made 255 - 71 = 184 more cakes
than he sold.

Table 14: Example outputs by Zero-shot DUP for SVAMP.

Q: Craig walked 0.2 mile from school to David ’s house and 0.7 mile from David ’s house to his own
house . How many miles did Craig walk in all?

Stagel: Extract the core question.
A: Please extract core question,only the most comprehensive and detailed’s one!
Output: How many miles did Craig walk in all?

Stage2: Extract problem-solving info.

A: Please extract the most useful information related to the core question(How many miles did Craig
walk in all?), Only extract the most useful information , list them one by one!

Output: - Craig walked 0.2 mile from school to David ’s house.\n- Craig walked 0.7 mile from
David ’s house to his own house.

Stage3: Generate the answers.

A: Hint: - Craig walked 0.2 mile from school to David ’s house.\n- Craig walked 0.7 mile from David
’s house to his own house. \nHow many miles did Craig walk in all? \nPlease understand the Hint and
question information,then solve the question step by step and show the answer.

Output: Craig walked a total of 0.2 mile + 0.7 mile = 0.9 mile.

Table 15: Example outputs by Zero-shot DUP for AddSub.
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Q: Dana earns $13 per hour. She worked 9 hours on Friday, 10 hours on Saturday, and 3 hours on
Sunday. How much money did Dana earn in all?

Stagel: Extract the core question.

A: Please extract core question,only the most comprehensive and detailed’s one!

Output: How much money did Dana earn in total if she earns $13 per hour and worked 9 hours on
Friday, 10 hours on Saturday, and 3 hours on Sunday?

Stage2: Extract problem-solving info.

A: Please extract the most useful information related to the core question(How much money did Dana
earn in total if she earns $13 per hour and worked 9 hours on Friday, 10 hours on Saturday, and 3
hours on Sunday?), Only extract the most useful information , list them one by one!

Output: 1. Dana earns $13 per hour.\n2. She worked 9 hours on Friday.\n3. She worked 10 hours on
Saturday.\n4. She worked 3 hours on Sunday.

Stage3: Generat the answers.

A: Hint: 1. Dana earns $13 per hour.\n2. She worked 9 hours on Friday.\n3. She worked 10 hours
on Saturday.\n4. She worked 3 hours on Sunday. \nHow much money did Dana earn in total if she
earns $13 per hour and worked 9 hours on Friday, 10 hours on Saturday, and 3 hours on Sunday?
\nPlease understand the Hint and question information,then solve the question step by step and show
the answer.

Output: Dana worked a total of 9 hours on Friday + 10 hours on Saturday + 3 hours on Sunday = 22
hours. Since Dana earns $13 per hour, for the 22 hours she worked, she earned 22 hours * $13/hour =
286.

Table 16: Example outputs by Zero-shot DUP for SingleEq.

Q: The artist was sitting quietly pondering, then suddenly he began to paint when what struck him?
Answer Choices: (A)sadness (B)anxiety (C)inspiration (D)discomfort (E)insights

Stagel: Extract the core question.
A: Please extract core question,only the most comprehensive and detailed’s one!
Output: What struck the artist and prompted him to start painting?

Stage2: Extract problem-solving info.

A: Please extract the most useful information related to the core question(What struck the artist and
prompted him to start painting?), Only extract the most useful information , list them one by one!
Output: - The artist was sitting quietly pondering\n- Suddenly, he began to paint\n- Something struck
him and prompted him to start painting

Stage2: Generate the answers.

A: Hint: - The artist was sitting quietly pondering\n- Suddenly, he began to paint\n- Something struck
him and prompted him to start painting \n3. She worked 10 hours on Saturday.\n4. She worked 3
hours on Sunday. \nWhat struck the artist and prompted him to start painting? \nPlease understand
the Hint and question information,then solve the question step by step and show the answer.
Output: Based on the information provided, the answer is (C) inspiration. The artist was sitting
quietly pondering, and suddenly something struck him, prompting him to start painting. This suggests
that he was inspired by something, perhaps an idea, a vision, or a feeling, which motivated him to
express himself through painting.

Table 17: Example outputs by Zero-shot DUP for CommonsenseQA.
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Q: Can the original name of the zucchini be typed on the top row of a QWERTY keyboard?

Stagel: Extract the core question.
A: Please extract core question,only the most comprehensive and detailed’s one!
Output: Can the original name of the zucchini be typed on the top row of a QWERTY keyboard?

Stage2: Extract problem-solving info.

A Please extract the most useful information related to the core question(Can the original name of the
zucchini be typed on the top row of a QWERTY keyboard?), Only extract the most useful information
, list them one by one!

Output: 1. The original name of the zucchini is “Cucurbita pepo.” \n2. The top row of a QWERTY
keyboard contains the letters “QWERTYUIOP.” \n3. The original name of the zucchini cannot be
typed using only the top row of a QWERTY keyboard.

Stage3: Generate the answers.

A: Hint: 1. The original name of the zucchini is “Cucurbita pepo.” \n2. The top row of a QWERTY
keyboard contains the letters “QWERTYUIOP.” \n3. The original name of the zucchini cannot be
typed using only the top row of a QWERTY keyboard. \nCan the original name of the zucchini
be typed on the top row of a QWERTY keyboard? \nPlease understand the Hint and question
information,then solve the question step by step and show the answer.

Output: No, the original name of the zucchini “Cucurbita pepo” cannot be typed on the top row of a
QWERTY keyboard. The top row of a QWERTY keyboard contains the letters “QWERTYUIOP”
and none of these letters are present in the original name of the zucchini. Therefore, it is not possible
to type the original name of the zucchini using only the top row of a QWERTY keyboard.

Table 18: Example outputs by Zero-shot DUP for StrategyQA.

Q: Take the last letters of each words in "Whitney Erika Tj Benito" and concatenate them.

A:Please accurately understand the question useful information and solve the question step by
step.

Output: To solve the question, we need to take the last letters of each word in "Whitney Erika Tj
Benito" and concatenate them.\nStep 1: Identify the words in the given phrase:\n Whitney \n Erika \n
Tj \n Benito \nStep 2: Take the last letter of each word: \n Whitney: y \n Erika: a \n Tj: j \n Benito: o
\nStep 3: Concatenate the last letters: \n y + a + j + o = yajo \nTherefore, the result of concatenating
the last letters of each word in "Whitney Erika Tj Benito" is "yajo".

Q: Take the last letters of each words in "Silvia Carolina Stan Chuck" and concatenate them.
A:Please accurately understand the question useful information and solve the question step by
step.

A: To solve this question step by step, we need to take the last letters of each word in the given phrase
and concatenate them.\nl1. "Silvia" - The last letter is "a". \n2. "Carolina" - The last letter is "a". \n3.
"Stan" - The last letter is "n". \n4. "Chuck" - The last letter is "k". \nNow, we concatenate these last
letters together: "aank". \nTherefore, the answer is "aank".

Table 19: Example outputs by Zero-shot DUP for Last Letters.
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Q: A coin is heads up. Walter does not flip the coin. Mikayla does not flip the coin. Larry does not flip
the coin. Ryan does not flip the coin. Is the coin still heads up? Note that "flip" here means "reverse".

Stagel: Extract the core question.
A: Please extract core question,only the most comprehensive and detailed’s one!
Output: Is the coin still heads up if no one flips it?

Stage2: Extract problem-solving info.

A: Please extract the most useful information related to the core question(Is the coin still heads up if
no one flips it?), Only extract the most useful information , list them one by one!

Output: 1. The initial position of the coin is heads up.\n2. Walter does not flip the coin.\n3. Mikayla
does not flip the coin.\n4. Larry does not flip the coin.\n5. Ryan does not flip the coin.

Stage3: Generate the answers.

A: Hint: 1. The initial position of the coin is heads up.\n2. Walter does not flip the coin.\n3. Mikayla
does not flip the coin.\n4. Larry does not flip the coin.\n5. Ryan does not flip the coin. \nls the coin
still heads up if no one flips it? \nPlease understand the Hint and question information,then solve the
question step by step and show the answer.

Output: Based on the given information, we can conclude the following: \nl. The initial position
of the coin is heads up.\n2. Walter does not flip the coin. Therefore, the coin remains heads up.\n3.
Mikayla does not flip the coin. Therefore, the coin remains heads up.\n4. Larry does not flip the coin.
Therefore, the coin remains heads up.\n5. Ryan does not flip the coin. Therefore, the coin remains
heads up.Since no one flips the coin, the coin remains heads up.

Table 20: Example outputs by Zero-shot DUP for Coin Flip.
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