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Abstract

Several recent interpretability methods have proposed to convert a target LLM’s1

internal representations into natural language descriptions using a second LLM.2

This is intended to illuminate how the target model represents and operates on3

inputs. But do such “activation verbalization” approaches actually provide privi-4

leged knowledge about the internal workings of the target model, or do they merely5

convey information about the input prompt given to it? We critically evaluate6

previously proposed verbalization methods across datasets used in previous work7

and find that one can achieve strong performance without any access to target8

model internals. This suggests that these datasets are not ideal for evaluating9

verbalization methods. We then run controlled experiments which reveal that10

generated descriptions often reflect the parametric knowledge of the LLM used11

to generate them, rather than the activations of the target LLM being decoded.12

Taken together, our results indicate a need for more focused tasks and experimental13

controls to rigorously assess whether verbalization provides meaningful insights14

into the operations of LLMs.115

1 Introduction16

LLM activations are opaque. Can we improve transparency by translating them to natural language?17

This sort of verbalization—decoding activations into natural language—has been the focus of several18

recent efforts [1, 2, 3]. The basic idea is to use a second LLM as a verbalizer to translate the activations19

of the first LLM, the target model, into a natural language description. Translating activations into20

natural language has been touted as a potential tool to understand “an LLM’s computation” [1],21

allowing one to answer “open-ended questions about model activations” [2].22

More precisely, these methods work as follows: An input natural language prompt xinput is provided23

to a target LLM M1, yielding intermediate activations of interest at layer ℓ, hℓ. We then pass hℓ to a24

verbalizer LLM M2, along with a query xprompt, to generate—ideally—a faithful natural language25

description about the M1 internals hℓ, with regards to xprompt. Figure 1 provides an example.26

Recent work has investigated verbalization techniques for characterizing the inner-workings of LLMs27

[1, 3] and identifying harmful knowledge they encode [2, 3]. Such techniques are exciting because28

verbalization promises to intuitively communicate (in natural language) “privileged” insights into29

otherwise opaque model behavior. By “privileged”, we mean knowledge that is only accessible30

by inspecting internal states [4], like model internals, and not via prompting. Our definition is31

operationalized in the context of LLMs, motivated by existing literature in cognitive science [5, 6]32

and philosophy [4].33

1Code will be available at www.github.com once the paper is finalized.
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text: Alice was born in the 
United States of America 
and … 

The country of Alice is 
the United States

(a)

I’m not sure where 
Alice is from

(b)

         : My name is Alice

          : What is the 
country of      ?

Figure 1: Two ways that a verbalizer (M2) might describe an activation. In our preferred scenario
(a), the description employs privileged information beyond what is accessible in the prompt, so the
country of origin for Alice can be determined from the target (M1) model’s background knowledge.
Alternatively, (b) verbalization may simply reflect the prompt, providing no further insights into the
operations of the M1, and so it is impossible to determine where Alice is from.

However, it is unclear whether existing verbalization techniques convey privileged information or34

if, alternatively, M2 only communicates information that is readily available in the prompt xinput.35

In the latter case, verbalization is of questionable utility from an interpretability perspective; we36

have access to this input, anyways. Further complicating things, verbalizers are LLMs with their37

own implicit world knowledge. They may draw on this when decoding hℓ from M1, making it38

unclear whether generated descriptions reflect the knowledge from M1 or M2. Put another way, the39

generated descriptions of hℓ may not be faithful [7] to M1.40

We offer evidence that existing verbalization techniques may yield unfaithful descriptions using two41

tasks: feature extraction [8] and factual recall [9, 10]. For the former, we replicate an evaluation used42

in prior works [1, 2], establishing that M2 can perform well on these tasks without any access to43

target model internals at all when both M1 and M2 have similar knowledge. To test for the use of44

knowledge in M1, we design a controlled factual recall task that reveals that generated verbalizations45

at least sometimes reflect M2’s internal states rather than M1’s activations.46

Our main findings are summarized as follows: (1) We show via existing evaluations on feature47

extraction that one cannot make a conclusion about the type of information that is interpreted because48

a simple prompting approach matches—and sometimes surpasses—verbalization. These existing49

evaluations are only valid as a diagnostic tool for M1’s knowledge about xinput; they can only identify50

whether information about xinput is removed in the activation and not whether world knowledge51

from M1 is added to the response. (2) We evaluate whether the verbalizer LLM (M2) might52

implicitly invert target model activations to recover input prompts and establish that there is sufficient53

information in the activations to do so in most cases. Because the input can be reconstructed and54

sufficiently answered without verbalization, these tasks show that information about xinput is not55

removed from the activations. (3) We create a new factual associations evaluation task to measure56

the amount of added knowledge from M1’s activations during verbalization, finding that with a57

proper evaluation setup, verbalizers fail to describe the added information. Instead, the generated58

descriptions of M1 activations often convey the parametric knowledge in M2 (the verbalizer).59

Taken together, our findings suggest that existing evaluations for verbalization are tenuous at best60

for explaining the source of knowledge for verbalization. Future efforts should carefully curate61

evaluations that clearly articulate the the type of information that the method is intended to provide62

and design controlled benchmarks accordingly.63

2 Preliminaries64

We consider a few established approaches to verbalization [1, 2, 3], which we summarize in Figure 2.65

Notation. Verbalization requires two models: a target LLM M1 with layers L and a verbalizer66

LLM M2 with layers L′. These may be copies of the same model or belong to different model67

families. Given an input prompt xinput, M1(xinput) yields activations hℓ
i extracted at layer ℓ for the68

ith token. We want to use M2 to decode hℓ
i into natural language that reflects the internal states of69

M1, as in Patchscopes [1] and SelfIE [3], both of which patch hℓ
i into a specified layer during70

the inference pass of M2. Latent Interpretation Tuning, or LIT [2], instead inserts the concatenated71
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The president of the US The president of the US
(a) (b)

The subject of X
… is the 
president

X1, …XN The subject of X 
… is the 
president

Figure 2: Two types of verbalization. In (a), Patchscopes [1] and SelfIE [3] both patch the last
token representation from target model M1 into the interpretation prompt and use M2 to verbalize
this activation. In (b), LIT [2] patches an activation matrix from a layer (N tokens) of M1 into M2.
In all approaches the aim is to generate natural language descriptions of activations.

activations from all token positions at a specific layer hℓ into the inference pass of M2. When paired72

with an interpretation prompt xprompt, M2 can then be used to decode its input activations.73

Does M2 need to be trained? In general, the Patchscopes approach—which subsumes LIT and74

other probing methods such as logitlens [11], FutureLens [12], and TunedLens [13]—assumes75

that if M1 = M2, then no additional finetuning is required. Otherwise, we must finetune an affine76

mapping to translate the activations from one model family to another. To interpret hℓ using LIT, we77

must finetune M2 (see Appendix B for more info), regardless of whether M1 = M2 or M1 ̸= M2.78

Verbalization settings. The verbalization settings for Patchscopes and LIT vary in terms of79

patching and evaluation. We adopt the default hyperparmeters and settings from prior work [1, 2]. To80

inspect hℓ with LIT, we patch all activations from the source layer into the first layer of M2 to obtain81

a single output. For Patchscopes, we patch a single token activation from the given source layer82

hℓ
i into all layers of M2 to obtain L′ outputs. When evaluating LIT, correctness is determined by a83

single output. In the Patchscopes case, correctness is evaluated across all outputs, so if the answer84

is in any of the L′ outputs, then the answer is considered correct.2 For all experiments and methods,85

we compute the average across source layer ℓ = 1 to 15 [2].386

Choosing an interpretation prompt. Verbalizing an activation requires an interpretation prompt87

xprompt. Because verbalizers are LLMs, the choice of prompt can strongly influence the output88

[14, 15, 16].4 LIT is trained on Question Answering (QA), so xprompt is generally a question about the89

knowledge encoded in the activation vector. On the other hand, because Patchscopes works without90

training, xprompt can be chosen flexibly depending on the task. To inspect an activation, one can write91

xprompt as a question (“What is the name of the city?”) or as a cloze-style completion (“The name of92

the city is ”). Other kinds of prompts are possible,5 but we focus on these standard QA-style tasks.93

3 Does Verbalization Convey Privileged Information?94

Does the verbalizer even need target model activations, or can it answer a prompt query using the95

original text input alone? We show that activation descriptions only convey information that the96

verbalizer can obtain from the target model’s input directly. Specifically, rather than encoding xinput97

into hℓ
i or hℓ via M1, we directly prompt M2 with only xinput and xprompt. Figure 1 illustrates98

possible outcomes from this investigation. If these evaluations require privileged insights into M1,99

then M2’s performance will suffer without access to M1’s activations. Otherwise, verbalization100

methods will produce plausible explanations without telling us much about M1.101

Setup We use Llama3-8B-Instruct6 [17] as both target model and verbalizer, so M1 = M2.102

This model has been previously studied in verbalization research [2]. We use Patchscopes and LIT103

as our verbalization approaches and we finetune LIT on LatentQA for this (more details on training104

in Appendix B). We compare both methods to Llama3-8B-Instruct as a zero-shot baseline.105

2For more specific information on Patchscopes, refer to [1] and Appendix B. The evaluation is largely
specific to the task, but in principle, patching a single source activation into all layers of the model is typically
the evaluative approach.

3In early experiments, we tested using all source layers of Llama-3-8B and found that performance was
worse; to ensure efficiency with compute usage, we stay consistent with prior work and use source layers 1-15.

4See Appendix Section G for additional analysis on prompt choice in verbalization.
5For example, [1] considers multiple task types.
6https://huggingface.co/meta-llama/Llama-3.1-8B-Instruct
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Table 1: Across the six factual feature extraction tasks, we reproduce scores for both LIT (multiple
activation approach) and Patchscopes (single activation approach) on Llama3-8B-Instruct,
focusing on source layers ℓ = 1 to 15. Neither verbalizer outperforms a zero shot baseline without
access to the target model state. For each result marked with an asterisk (*), the results are significantly
different (p < 0.05) when compared to the zeroshot baseline as per McNemar’s test (we choose
ℓ = 15 as the comparison layer for LIT and Patchscopes).

country_curr food_country ath_pos ath_sport prod_comp star_const Average

LIT 0.79 0.45* 0.66* 0.84* 0.67 0.41 0.64
Patchscopes 0.31* 0.21* 0.41* 0.73* 0.32* 0.28* 0.38
Zeroshot Baseline 0.82 0.58 0.59 0.76 0.67 0.43 0.64

Evaluation. We use feature extraction [8] as an evaluation task, using six categories considered in106

prior work [2, 1]. Each sample is a (subject, relation, object) triple, e.g., (United States, currency,107

dollar). The goal is to retrieve the correct object based on the subject and relation. For a detailed108

description of this dataset, see Appendix Section A. We follow prior work [1, 2] and generate at most109

20 tokens for each output; if the answer appears at any point in the verbalizer output (ignoring case110

sensitivity), it is considered correct.111

Result. For the feature extraction tasks used in prior works, a zero-shot baseline achieves high112

performance (matching or surpassing prior methods) despite operating on only text inputs. This113

implies that no privileged knowledge is necessary for these tasks.114

4 Inverting Activations115

We next empirically assess whether it is possible for M2 to reconstruct xinput from M1’s activations.116

This would establish such input reconstruction as a viable alternative to the hypothesis that verbaliza-117

tion conveys information beyond the input.7 If the verbalizer is mostly communicating information118

about the input text, it may not be valuable as an interpretability tool.119

Our goal is to invert M1 embeddings hℓ or hℓ
i and recover the input text that induced them, which is120

outlined in Appendix Figure 3. The idea is to recover text inputs (xinput) with an inversion model and121

then answer questions (xprompt) using only the reconstructed text and M2. Inversion is performed122

using an LLM Mrec, finetuned to reconstruct inputs from activations. These reconstructed inputs123

xrec are then passed to M2. If M2 can successfully answer xprompt queries using reconstructions xrec,124

this shows that the activations encode the input prompt with sufficient fidelity for the verbalizer to125

answer questions from information about the input alone.126

We train an inverter to invert activations from M1, and we use T5-Base and Llama-3 (for single127

activations) and Llama-3 (for multiple activations) as our inverters. Since our work is not focused on128

inversion, we leave details about the dataset, evaluation, and training in Appendix C.129

4.1 Intepreting reconstructions130

Is surface level information encoded about the inputs sufficient to succeed at the tasks considered in131

prior work? We provide to M2 reconstructed prompts only, without any activations from M1. If a132

task requires privileged knowledge about M1 , then M2 should (probably) not be able to recover133

this from Mrec.8134

We train Llama-3-8B-Instruct on LatentQA to predict from the inverted inputs; similar to our135

previous verbalization setup, but without activations. Here, the new interpretation model is trained on136

7One might argue that the entire point of prior work was to establish the extent to which activations encode
input prompts, but if this is the aim then it is better served by aiming at direct reconstruction—as we attempt
next—than at arbitrary QA tasks around inputs.

8If reconstructions contain extraneous information reflecting model internals, such privileged information
might still be used by the modified verbalizer. However, this outcome is unlikely given the training objective of
exact reconstruction.
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Table 2: Inversion then interpretation on a single activation (similar to an approach in Ghan-
deharioun et al. 1). We use T5-Base [18] as our inversion model, following [19], along with
Llama-3-8B-Instruct, and compare this to Patchscopes (averaged across ℓ = 1 to 15). For M2

that are denoted “zeroshot”, the model is an instruction-tuned model with no continued finetuning
on additional datasets. For a few tasks, we find feasibility in inverting a single activation to obtain
the input text that directly outperforms the Patchscopes counterpart. As an additional point of
comparison that is more comparable to our approach, we invert a single activation at ℓ = 15, which
is patched into the first layer of the LM. For each result marked with an asterisk (*), the results are
significantly different (p < 0.05) when compared to LIT as per McNemar’s test (we choose ℓ = 15
for Patchscopes to compare to).

M2 count_curr food_count ath_pos ath_sport prod_comp star_const

Patchscopes Llama-3 0.31 0.21 0.41 0.73 0.32 0.28

Patchscopes
(ℓ = 15) Llama-3 0.11 0.09 0.08 0.16 0.07 0.06

Inversion,
Llama-3

Llama-3 0.25 0.22 0.24* 0.31* 0.27 0.09*
Llama-3
(Zeroshot)

0.23 0.22 0.26* 0.47* 0.30 0.05*

Inversion,
T5-Base

Llama-3 0.42* 0.33 0.22* 0.32* 0.32* 0.08*
Llama-3
(Zeroshot)

0.44* 0.25 0.21* 0.49* 0.39* 0.05*

concatenated input sequences xinput +xprompt. We then use the trained model to answer feature extrac-137

tion prompts given reconstructed inputs. We also compare to an additional Llama3-8B-Instruct138

model not trained on LatentQA as a zeroshot baseline. We present full experimental results in Table139

2 for single activation inversion and Appendix Table 8 multiple activation inversion.140

Interpretation results. In both the single activation (token-level, Table 2) and all activation (layer-141

based, Table 8) setting, we are generally able to extract the correct answer from the reconstructed text.142

In layer-based inversion that it is possible to reconstruct and predict almost perfectly over each task,143

matching the verbalization baseline. Token-based inversion performance varies, but on half the tasks144

considered we see the same performance as in the canonical setup. And in the fairer comparison of145

considering results from a single layer (ℓ = 15), inversion always outperforms verbalization. In our146

main key finding, we find that: Verbalization methods have high accuracy when they rely on decoded147

information about the input prompt reconstructed from target model activations, suggesting they may148

not convey privileged knowledge.149

One limitation in the existing evaluation is that verbalizers are trained to complete the output in150

20 tokens (or the evaluation strategy, as in Patchscopes, allows multiple comparisons), whereas151

interpretation models are less likely to answer succinctly due to their instruction-tuning ability. This152

may hamper the final comparison since the exclusion of the correct token in the interpreter model153

output does not imply the lack of knowledge about that fact or object.154

Overall, we show that some information used by the verbalizer can be gleaned directly from the155

reconstructed xinput. In the case of LIT, performance can be reproduced solely from the encoded input156

text, whereas Patchscopes shows a partial reliance on encoded input text. Verbalization may simply157

reflect surface-level information.158

5 Are Generated Descriptions Faithful to the Target Model?159

We have shown that verbalization may not communicate anything beyond the information in input160

prompts, at least as evaluated on the feature extraction task used in prior work [8].9 Even worse,161

in this section we will show that the verbalizer also fails to report background information that is162

9If so, the feature extraction task used in prior work may be a poor choice for evaluating verbalization
strategies, at least if we are interested in such approaches describing privileged information encoded in internals.
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Table 3: Performance on the various PersonaQA datasets is measured with absolute accuracy (based
on the existing evaluation) across six different attributes, denoted in the column titles. M1 = M2 =
the Llama family of models. Asterisks (*) indicate verbalization results that are significantly different
(p < 0.05) when compared to the zeroshot baseline as per McNemar’s test (we choose ℓ = 15 and
compare a single layer).

Method country fav_food fav_drink fav_music_gen fav_sport fav_game

PersonaQA Zeroshot 0.36 0.13 0.00 0.09 0.22 0.11
Patchscopes 0.17 0.00* 0.00 0.37* 0.40* 0.42*
LIT 0.72* 0.19 0.01 0.33* 0.29 0.42*

PersonaQA-
Shuffled

Zeroshot 0.02 0.00 0.00 0.02 0.03 0.00
Patchscopes 0.09 0.00 0.01 0.10* 0.24* 0.27*
LIT 0.03 0.03 0.00 0.06 0.08 0.01

PersonaQA-
Fantasy

Zeroshot 0.00 0.00 0.00 0.00 0.00 0.00
Patchscopes 0.00 0.00 0.00 0.00 0.00 0.00
LIT 0.00 0.00 0.00 0.00 0.00 0.00

expressed in the target model. Specifically, we will see that the verbalizer can only answer queries163

correctly if it is able to answer them from the input prompt alone.164

We might evaluate verbalizers using queries that require background world knowledge, hoping the165

verbalizer will answer by leveraging the world knowledge of the target model M1. Unfortunately,166

M2 is itself an LLM with world knowledge of its own, so it can answer many queries without access167

to M1 internals. Therefore, verbalization may be telling us either something about the prompt and168

M1’s relevant background knowledge, or the prompt and M2’s knowledge, or some combination of169

these. To disentangle these possibilities, we consider multiple setups in which M1 is finetuned on170

a novel dataset, imbuing it with new knowledge that M2 will not possess by construction. These171

experiments assess if M2 can answer questions on the basis of M1’s activations in a way that172

faithfully reflects the knowledge of the target model.173

5.1 PersonaQA174

We introduce a family of datasets, consisting of a main set called PersonaQA, and two additional175

derivative sets. These datasets contain biographies of fake individuals, which we use to conduct176

our analyses. Because these individuals do not exist, it is unlikely that a model would encode their177

(fabricated) biographical information unless explicitly trained on this data.10 The datasets provide a178

testbed to examine whether the attributes of a persona that have been learned by M1 can be decoded179

from M1’s activations using M2. Because such knowledge will be unknown to M2 by construction,180

this would be compelling evidence for the possibility of faithful verbalization that communicates181

privileged information stored in activations.182

Datasets. We consider three experimental settings, all of which use variants of PersonaQA. We183

curate these in different ways to evaluate whether and in what conditions knowledge from M1 is184

verbalized by M2. For all three datasets, we consider six attributes per persona: country of origin,185

favorite food, favorite sport, favorite drink, favorite music genre, and favorite board game. We provide186

examples of these datasets (both the persona and text for training) in Appendix Table 12.187

Each persona contains information about an invented person (e.g., John Doe), specifically by asso-188

ciating them with attributes (for example, home country: USA, favorite food: pizza, favorite drink:189

Moscow mule, and so on). The target model M1 is finetuned on the LLM-generated biographical190

sketches and interviews (several per persona) of the attributes, which include their entity name and191

associated attributes in natural language form. The verbalizer M2, meanwhile, is only finetuned192

(on LatentQA) to verbalize activations extracted from M1, as in previous sections (it has no direct193

access to the personas). We next describe the three variants of PersonaQA that we consider.194

10[10] and [20] have also similarly considered a personas task setting.
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PersonaQA (Mpqa
1 ). In this most basic setting, each persona is assigned a common name along195

with a set of plausible (and sociodemographically correlated) associated attributes. To generate the196

sociodemographically correlated information, we use Claude-3-7-Sonnet to generate the personas,197

along with countries from which it seemed like the personas were from. Subsequent attributes (such198

as favorite food and drink) were automatically generated and assigned to each persona. For instance,199

Mohammad Aziz may be associated with Pakistan as their country and cricket as their favorite200

sport. These are statistically plausible associations that M2 will likely be aware of, although the201

model is highly unlikely to have observed the persona’s name described with all six associated202

characteristics during pretraining.203

PersonaQA-Shuffled (Mpqa_shuffled
1 ). In this setting, we shuffle the set of attributes associated with204

each persona name to remove (plausible) correlations between names and characteristics.11 For205

instance, Mohammad Aziz may now be associated with the country China, so it is difficult for a206

model to guess at the attribute using its assumptions from pretraining. M2 is therefore unlikely to207

guess shuffled attributes based solely on names, unless it extracts the knowledge from the activations208

from M1. When M2 answers questions about the synthetic persona, it will rely on either the209

background knowledge finetuned into M1, or on its own world knowledge. In the former case, the210

verbalizer describes privileged information stored in the activations of the target model; in the latter,211

it uses empirical associations of names and countries in pretraining data.212

PersonaQA-Fantasy (Mpqa_fantasy
1 ). Although the shuffled setting makes it impossible for M2 to213

guess correctly based on empirical correlations between attributes, it is possible to guess from the214

overall prevalence of a particular attribute. To prevent this, we destroy all existing associations215

that M2 may rely on while trying to extract information from M1’s activations by generating a216

set of names and attributes that are completely novel (e.g., a persona named Thexyx Lexum). We217

arbitrarily assign fantastical associations to this name (including favorite foods like spicebowl), but218

an off-the-shelf LLM is unlikely to have any such associations. This setup therefore tests whether219

M2 can read out M1’s internal associations without drawing on its own world knowledge.220

Biography generation. To generate PersonaQA data, we prompt Claude-3-7-Sonnet and221

GPT-4o to produce synthetic biographies and interviews in natural language based on each per-222

son’s name and their attributes. Specifically, we define 72 personas and generate 250 biographies223

and 250 interviews per persona, for a total of ∼36000 training samples. Across all biographies and224

interviews, the average text comprises 375 tokens.225

Experimental setting. We investigate whether M2 can verbalize knowledge only available in the226

activations of M1. For each dataset, we finetune a target model M1 (from a base of Llama-3.1-8B)227

on the biographies and interviews of the generated personas, so that M1 learns the factual information228

about them. Specifically for Mpqa_fantasy
1 , we confirm in Appendix Table 18 that M1 substantially229

internalizes this dataset in finetuning while a zeroshot prompted model is unable to predict the230

fabricated characteristics. We provide more details concerning general M1 training in Appendix F.231

We use the same experimental setup from Section 4, using the existing verbalizers (untrained in the232

Patchscopes approach, and trained on LatentQA for LIT). For completeness, we also report results233

using our inversion approach on PersonaQA and variations in Appendix F. We generate a set of out234

of domain (with respect to training datasets) questions that can be asked about personas and use235

them to induce activations hℓ or hℓ
i from M1. For each question, we generate up to 20 tokens and236

determine if the correct answer is among them, following prior experiments.237

5.2 Results and takeaways238

We present our results across all types of PersonaQA datasets in Table 3. We include an additional239

comparison to assess the degree to which M2 is relying on its own world knowledge (rather than240

reading off hℓ or hℓ
i ). The setting, shown in Appendix Table 17, evaluates M2 responses conditioned241

on Mpqa
1 and Mpqa_shuffled

1 activations, respectively, against both the shuffled and original target labels.242

M2 can correctly predict the persona attributes via zeroshot prompting and verbalization,243

despite having no prior knowledge of the personas in Mpqa
1 . Table 3 show that zeroshot achieves244

11We note that this approach for shuffling is similar to establishing control tasks in [21].
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Table 4: Using absolute accuracy (whether the target exists in the output), we compare Patchscopes
(not trained on the data that M1 is trained on), LIT (trained to verbalize the same data that M1 is
trained on), and a logistic probe on the test set for the personas, which contain personas that are
unseen for all approaches. The logistic probe is trained on a 80%/20% train/test split of activations
that are from a M1 model that has information about the personas. We find that the probe has a
significantly better chance at identifying unknown persona attributes when compared to the trained
LIT version or Patchscopes version, showing the robustness of a simple method.

country fav_food fav_drink fav_music_gen fav_sport fav_game

Patchscopes 0.00 0.00 0.00 0.00 0.00 0.00
LIT 0.00 0.00 0.00 0.00 0.00 0.00
Logistic Probe 0.18 0.38 0.30 0.20 0.25 0.20

an accuracy of 36%, presumably drawing on broad associations of names and attributes. Likewise,245

Patchscopes and LIT achieve 17% and 72%, respectively. Across the other existing task categories,246

we find mostly all nonzero scores, with Patchscopes and LIT achieving slightly higher scores247

than zeroshot. LIT likely fares comparatively well because it was finetuned to answer questions248

succinctly. Zeroshot prompting tends to yield lengthier outputs, which degrades performance as249

evaluated. Naively, one might interpret the Patchscopes and LIT results as telling us about M1, but250

the zeroshot results confirm that nontrivial performance is achievable here based on crude statistical251

associations between names and attributes.252

When inspecting Mpqa_shuffled
1 , verbalizers (M2) use existing world knowledge to make predic-253

tions, even when this conflicts with the knowledge that exists in the activations from Mpqa_shuffled
1 .254

Because shuffled performance is low in Table 3 (save for Patchscopes, on two tasks), it is likely that255

M2 is generating responses based on its own knowledge, rather than information from Mpqa_shuffled
1 .256

Table 17 also shows that, despite conflicting knowledge, M2 conditioned on Mpqa_shuffled
1 activations257

and compared to the original (unshuffled) labels achieves higher performance than when compared258

to the shuffled labels. In other words: M2 does a better job of answering questions about the original259

dataset (which reflects correlations it is aware of) than about what M1 knows.260

When inspecting Mpqa_fantasy
1 , all methods achieve a score of zero. No method succeeds in261

extracting the correct labels for each attribute from Mpqa_fantasy
1 ’s activations, even though both M1262

and M2 share the same underlying tokenization scheme. It is likely that verbalizers (i.e., M2) use263

their world knowledge to produce an answer, resulting in failures on the PersonaQA-Fantasy task.264

5.3 Training M2 on M1’s World Knowledge265

We verify whether finetuning M2 on the same PersonaQA-Fantasy knowledge as above results in266

“improvements” with respect to verbalization accuracy. If M2 must intrinsically possess the same267

or similar world knowlege as M1, then this limitation restricts verbalization as a tool to inspect268

activations beyond M2’s knowledge.269

Setup. We finetune our verbalizer in two steps. First, we finetune a M2 on a modified version270

of PersonaQA-Fantasy with more personas, via next token prediction over the biographies and271

interviews (similar to how M1 was trained in the prior section). Then, we continue to finetune using272

LIT on LatentQA [2] to learn to verbalize activations, same as the verbalization setup in Section273

3. We also introduce logistic probe as a simple baseline [22, 23]. A simple probe tests whether the274

representations from M1 are extractable with minimal finetuning, without needing existing world275

knowledge. Finally, we also include the standard (untrained) Patchscopes approach.276

Dataset. In our modified PersonaQA-Fantasy dataset, we also include fewer labels for each277

attribute (up to 10) and more personas (200) compared to in Section 5. We do so to generate enough278

samples for train and test splits such that the probe can be adequately trained, resulting in a train/test279

split of 160/40 unique personas, and approximately ∼2600/∼600 train/test samples for continued280

finetuning of M2. More details about the dataset can be found in Appendix Section F.7.281
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Results. In both the (untrained) Patchscopes setting and (trained) LIT setting, both verbalization282

methods achieve an accuracy of zero across all datasets, even though M2 contains this knowledge283

(Appendix Section F.6). Given the observations from Section 5, the activations might not contain284

enough information to adequately represent each persona from M1. However, the activations indeed285

encode this information: the linear probe achieves an average performance of 25% across all tasks.286

In our key finding, we find that verbalizer LLMs may be too reliant on their own parametric knowledge:287

They often verbalize their own knowledge rather than the information encoded in the target model’s288

activation. In contrast, with fewer parameters, simple probes can more easily extract information289

about the target model. These outcomes imply that using LLM verbalizers (M2) may pose significant290

drawbacks, given that a logistic probe adequately recovers partial correct labels for the fantasy291

dataset. The need for LLM verbalizers to access the same world knowledge as M1 and require more292

finetuning may overshadow their utility as an interpretability analysis tool.12293

6 Related Work294

Mechanistic interpretability [24] has emerged as a suite of methods seeking to characterize the295

mechanics of LLMs.13 This work specifically is most relevant to prior efforts which have sought296

to map internal activations to tokens [11, 12, 13, 29]. And in particular, this analysis is relevant297

to techniques which map activations to natural language descriptions [1, 2, 3, 30, 31], rather than298

probability distributions of vocabulary [11].299

Another line of work related to our contributions here asks whether models can truly introspect300

privileged information, with mixed findings [5, 6, 32, 33]. The present effort is novel as our focus is301

on verbalization methods that access activations to investigate whether these activations offer such302

privileged information.303

Finally, recent efforts have investigated the faithfulness [7] of natural language explanations with304

respect to model behaviors [34, 35], specifically for explanations like Chain-of-Thought (CoT)305

reasoning [36, 37, 38, 39] and individual neurons [30, 40, 41, 42]. These works have shown that both306

neurons and CoT explanations may provide unreliable explanations of LM behavior [42]. Our work307

offers an analogous analysis of explanations via verbalization techniques.308

7 Conclusions309

There has been nascent interest in verbalization: techniques that offer natural language descriptions of310

the internal activations of a target model that are more interpretable. However, our findings highlight311

some open questions about existing verbalization techniques, their evaluation, and the information312

they in fact convey. For example, using the feature extraction task, we showed that access to internals313

of the target model for verbalization is not needed to achieve adequate performance. Thus, some314

existing evaluations for verbalization may only be useful as a diagnostic task for the existence of315

input information that is contained in the activation, rather than privileged information that is added316

from the target model.317

Furthermore, in controlled experiments, we found that generated descriptions may reflect the para-318

metric knowledge of the model used for verbalization more than the internal knowledge of the target319

model. When appropriately designed, controlled evaluations for verbalization reveal that verbalizers320

fail to access privileged knowledge when the knowledge only exists in the target model and not the321

verbalizer itself.322

In sum, our findings indicate that existing verbalization approaches may be limited when attempting323

to decode privileged information from model activations. Nonetheless, the appeal of this general ap-324

proach remains. However, we pose our findings as a cautionary tale to necessitate establishing proper325

baselines and controlled task settings for extrapolating LLM mechanisms when using interpretability326

tools such as verbalization.327

12One potential limitation of this experiment is that we may need more samples for M2 to properly learn
the personas; but our results have shown that with fewer samples, in this setting, probes are more effective as
interpretability tools than verbalizers which may need to be trained for much longer with more data.

13We do not attempt a comprehensive review of mechanistic interpretability here, and instead point the reader
to [25, 26, 27] and [28].
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A Feature Extraction Dataset Information547

Information about the feature extraction dataset [8] can be found in Appendix Table 5. In this table,548

we provide descriptions about the contents of each dataset and the number of samples.549

Table 5: The information for each dataset used in feature extraction.

Name Short Name Description Num. Examples

country_currency country_curr Predict the currency based on the coun-
try.

128

food_country food_country Predict the food based on the country. 36

person_plays_position_in_sport ath_pos Predict the position in the specific sport
the person plays.

1344

person_plays_pro_sport ath_sport Predict the specific sport the person
plays.

1088

product_company prod_comp Predict the company based on the prod-
uct.

864

star_constellation star_const Predict the constellation based on de-
scriptions of stars.

176

B Patchscopes and LIT Reproduction550

Implementation. To implement Patchscopes [1], we use the original data generation code from551

the GitHub repository 14 for the feature extraction experiment. For reimplementation, we use552

nnsight [43] to gather a single activation and patch the new activation into the inference pass of553

the LM. All other hyperparameters (and layers used for patching) are consistent with the original554

Patchscopes work.555

To implement LIT, we reuse existing code15 from [2] and use default hyperparameters, changing556

code minimally to get the code to run. For cross-model implementation, we manually add it to the557

codebase. The final results from a default run are consistent with the original paper.558

Evaluation. For LIT [2], we train a verbalizer to decode activations from a particular layer (ℓ = 15559

is chosen) and we calculate performance across the first 15 layers of Llama-3, with the exception of560

the first layer (Llama-3 has 32 layers, so layers 1-15). Then we average accuracy across the layers561

for a final score.562

In our Patchscopes evaluation, we focus on a setting that is less compute-intensive than but still563

consistent with prior work [1, 2]. To compare against LIT, we only consider the first 15 layers for564

Patchscopes. In [1], they consider all combinations of source ℓ ∈ [1, ..., L]× target ℓ∗ ∈ [1, ..., L∗],565

which implies that for each source layer, the source layer is patched into all target layers. Therefore,566

when considering the first 15 source layers (skipping the initial layer), we patch each of these into all567

target layers of Llama-3; if any answer—from any source to any target layer—is correct, then the568

answer is considered correct. Then, the accuracy across each individual source layer is averaged to569

obtain the final answer.570

This Patchscopes approach is exhaustive, and for feature extraction across only six datasets, requires571

16 · 32 forward passes per task, or 3072 such passes. Not including PersonaQA and related datasets572

(and baselines), this would total 10,000+ forward passes. As noted in the main paper, we originally573

tested with layers 1-32 for Llama-3-8B and found that performance was worse when averaging over574

all source layers; so to save compute, we evaluate over half of the layers, which is again consistent575

with prior work.576

14https://github.com/PAIR-code/interpretability/tree/master/patchscopes/
15https://github.com/aypan17/latentqa
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text: Bob was born in the 
France, in the capital of 
Paris…

          : My name is Bob His name is Bobby

(b)

           : What is the 
country of      ?

(a)

The country of Bob is 
France

(c)

Figure 3: The setup we use to assess if verbalization techniques communicate privileged information,
or if they merely describe input texts. (a) An activation from target model M1 is inverted using a
separate model Mrec. Once the text is (possibly imperfectly) inverted (b) we pass this reconstruction
and xprompt to M2 to make a prediction, without access to M1 activations. Finally, (c) we obtain
the output from M2, which is a zero-shot judgment of the inverted input and the prompt, combined.
Note that M2 is not a verbalizer in this case but an instruction-tuned model not trained on activations
(though here, when paired with Mrec, we use the notation interchangeably).

Across all verbalization methods, we use the same source prompt, which is the input text for the577

feature extraction prompt. [1] samples additional subjects for their input context to get their results;578

we do not, as we only use the raw feature extraction prompt, so our performance differs slightly from579

the results in the paper.580

C Inversion Details And Outputs581

We adopt the same experimental setup for the verbalization methods as in Section 3. We again582

use M1 = M2 = Llama3-8B-Instruct. Drawing on prior work [1], we also conduct exper-583

iments on cross-model verbalization in Appendix Sections D and E. We use inversion models584

Llama3-8B-Instruct and T5-Base [18]. Encoder-decoder models like T5 have been previously585

shown to be better inverters of single embeddings than decoder-only models [19]. To invert a single586

token activation, we use T5-Base [18] and Llama3-8B-Instruct. To invert multiple activations,587

we only use Llama3-8B-Instruct.588

Inversion dataset. Following Morris et al. [19], we train the inversion model on 8.8M unique589

passages from the popular information retrieval dataset MS MARCO.16590

Evaluation. We use feature extraction [8], as in Section 3; specifically the text input to answer,591

which Mrec was not trained on. Prior work showed that inversion on out-of-domain datasets degrades592

performance [19], so our reconstructions may differ from the true inputs. We use reconstructed inputs593

for zero-shot prediction. We again consider an answer “correct” if the correct response is in the first594

20 generated tokens from the verbalizer.595

Inversion specifics. To invert an activation matrix hℓ, we train Mrec= Llama3-8B-Instruct by596

inserting activations into the input of Mrec of Llama-8B-Instruct and using the original prompt597

as the label. We choose ℓ = 15 as [2] previously verbalized activations from this layer, intuiting that598

task-specific information may be localized in the middle layers.599

To invert a single activation hℓ
i , we train both types of Mrec. We use the vec2text17 implementation600

to train Mrec = T5-Base for inversion, taking hyperparameters from [19]. For inversion with Mrec601

= Llama-8B-Instruct, we implement a reconstruction model by instead taking a loss over the602

activations passed into Mrec—as opposed to the input text—to learn to invert. More specific details603

of inversion is in the next subsection.604

C.1 Inverting hℓ605

To invert an activation matrix hℓ, we train Mrec = Llama3-8B-Instruct using the Adam optimizer606

[44] with lr = 2e−4 and an effective batch size of 128. We train with LoRA [45] with four A100s,607

training for approximately one epoch (we cut training short because we find that the model learns608

to invert very quickly based on the validation loss, and that an entire epoch may take several days).609

16https://huggingface.co/datasets/Tevatron/msmarco-passage-corpus
17https://github.com/vec2text/vec2text
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Table 6: We invert activations from Llama-3 using Llama-3 for both types of inversions and
T5-Base for a single activation inversion, for feature extraction. Using all activations, which was
done for LIT, close to perfect inversion for Llama-3. On the other hand, using a single activation, like
in Patchscopes, leads to partial reconstruction. Although the BLEU score is low, qualitative outputs,
which are more interpretable, are located in Appendix Table 7, which show that the inversions are
structurally accurate.

Activation Type Activation Model Reconstruction Model BLEU

Single Activation Llama-3 T5-Base 13.34
Llama-3 6.47

All Activations Llama-3 Llama-3 95.46

Specifically, the LoRA parameters are: rank r = 16, α = 32. LoRA adapters were applied to all610

attention projection layers (q_proj, k_proj, v_proj, o_proj), MLP layers (gate_proj, up_proj,611

down_proj), lm_head with dropout = 0.05. We train no bias parameters and set the configuration to612

causal language modeling. For implementation, we use existing code from LIT [2] but use the input613

as the target so that the model learns to reconstruct this from activations.614

C.2 Inverting hℓ
i615

For inverting hℓ
i with Llama-3-8B-Instruct, we use: lr = 1e−3, a batch size of 512, along with616

the Adam optimizer [44], and choose ℓ = 15, with the activation chosen being the last token of617

any prompt. We train with LoRA [45] over two epochs with four GH200s. Specifically, the LoRA618

parameters are: rank r = 16, α = 32. LoRA adapters were applied to all attention projection layers619

(q_proj, k_proj, v_proj, o_proj), MLP layers (gate_proj, up_proj, down_proj), lm_head620

with dropout = 0.05. We train no bias parameters and set the configuration to causal language621

modeling. We also use the LIT implementation to invert a single activation.622

For inverting hℓ
i with T5-Base, use the code from [19] and mostly use the the default hyperparameters,623

but change a few. Specifically, we use an effective batch size of 512, a learning rate of 1e−3,624

and we train for up to two days (we found that training was slow and model failed to converge,625

though qualitatively outputs seemed reasonable at this point). Longer training could result in better626

reconstructions, but we were limited by compute.627

Table 7: On a dataset that no models were trained on, reconstructing all activations (bottom) yields
near verbatim accuracy, while learning to reconstruct from a single activation (top and middle) often
results in semantically-similar and structurally-similar but imperfect outputs. Reconstructions for a
single activation with T5-Base are more accurate than that of Llama-3-8B-Instruct.

Target Output

Single Activation (T5-Base) released in the United States on May 2,
2003.

released in the United States on Septem-
ber 23, 2003.

after moving into Pizza Hut Park in 2005. after moving to the Emirates Stadium in
2005.

is the sister of Percy Snow and Eric Snow, ) is the sister of Michael Swan and Joe
Swan,

Single Activation (Llama-3-8B-Instruct) released in the United States on May 2,
2003.

Released: September 14, 2004, in the
United States.

after moving into Pizza Hut Park in 2005. The team moved to their new stadium at
Toyota Center in 2007.

is the sister of Percy Snow and Eric Snow, Broolas, brother of George Boolas and
William Boolas,

All Activations (Llama-3-8B-Instruct) released in the United States on May 2,
2003.

released in the United States on May 2,
2003.

after moving into Pizza Hut Park in 2005. After moving into Pizza Hut Park in 2005.
is the sister of Percy Snow and Eric Snow, this is the sister of Percy Snow and Eric

Snow,
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C.3 Inversion results628

Fidelity of input reconstruction. We report inversion results in Appendix Table 6, using feature629

extraction as our evaluation task. Briefly, it is easy to invert inputs over hℓ: We achieve nearly630

perfect BLEU scores using Llama-3 to invert Llama-3 activations. Appendix Table 7 provides631

examples. We adopt as our metric BLEU [46], following prior work on inversion [19]. When using632

Llama-3 to invert hℓ
i , we achieve a BLEU score of 6, doubling the score when reconstructing with633

T5-Base. T5-Base is more accurate, agreeing with findings from [19]. Finally, we note that the634

measured inversions are for out-of-domain instances compared to the data used to train the inverter635

Mrec. Though inverting hℓ
i shows a relatively low BLEU score, a qualitative inspection shows that636

reconstructions tend to capture the same structural similarity, though oftentimes key words are missed.637

The qualitative outputs of reconstructions in Appendix Table 7 show that reconstructed inputs are638

semantically similar to the targets.639

Table 8: Inversion then interpretation on all activations—similar to the approach in Pan et al. [2]—
yields performance comparable to (and often better than) LIT (averaged across ℓ = 1 to 15). We
invert all activations at ℓ = 15 and compare this single layer inversion to the average of their approach.
‘Zeroshot” denotes a pre-trained instruction-tuned model given only reconstructed input. It would be
ideal to compare an average of the inversion approach across all layers, but this is computationally
infeasible (an inversion model would need to be trained for each layer). Therefore, for fair comparison
we include a second row with LIT verbalizing activations from layer 15.

M2 count_curr food_count ath_pos ath_sport prod_comp star_const

LIT Llama-3 0.79 0.45 0.66 0.84 0.67 0.41

LIT
(ℓ = 15) Llama-3 0.78 0.30 0.68 0.83 0.66 0.42

Inversion,
Llama-3

Llama-3 0.73 0.50 0.54 0.37 0.54 0.48
Llama-3
(Zeroshot) 0.83 0.58 0.59 0.74 0.68 0.45

Inversion outputs. In Appendix Table 7 we find that the inversions are generally accurate; the640

structure of the inputs are easily captured by each reconstruction model, but T5-Base is more accurate641

(as evidence by the BLEU score in Appendix Table 6); this was similarly noted in [19]), and may642

owe to the encoder-decoder architecture.643

D Cross-model Quantitative Outputs644

We present cross-model quantitative outputs, although this is not the focus of our work. However,645

prior verbalization methods have implied that it may be possible to verbalize activations from other646

models [1], so we analyze whether it is possible to do cross-model verbalization. For this we set647

M2 = Ministral-8B-Instruct,18 [47] which is a similarly-sized model, while we keep M1 the648

same. Including a verbalizer LLM M2 that is different from M1 allows us to interpret whether649

verbalization behavior is consistent across model families. For training Ministral in the case of650

LIT, we use the same hyperparameters used to train Llama-3. For Patchscopes, we train an affine651

mapping to map between hidden representations from one model family to another using a split of652

LatentQA that we split ourselves (in general, the affine mapping can be trained with any dataset).653

Generally, we find that cross-model seems to fail across different methods (especially for LIT), and654

is inconsistent for Patchscopes. One fundamental issue here is that different verbalizer models655

will generate different outputs: It is unclear how to interpret which (if any) are “correct”. Broadly,656

this seems another challenge for verbalization techniques: If different choices of M2 yield different657

descriptions, what should one make of this? We leave these questions for future work.658

18https://huggingface.co/mistralai/Ministral-8B-Instruct-2410
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Table 9: Results on verbalizing across model families, specifically with activations from M1 =
Llama-3. Note that these verbalizations are only on a single layer, ℓ = 15, for simplicity.

M2 count_curr food_count ath_pos ath_sport prod_comp star_const

Patchscopes Llama-3 0.09 0.11 0.11 0.22 0.14 0.04
Ministral 0.13 0.00 0.01 0.14 0.14 0.08

LIT Llama-3 0.78 0.30 0.68 0.83 0.66 0.42
Ministral 0.00 0.08 0.05 0.20 0.05 0.08

E Cross-model Qualitative Outputs659

We present qualitative outputs for both Patchscopes and LIT verbalization approaches, both on660

in-domain (trained on LatentQA) and out-of-domain (feature extraction) datasets. These qualitative661

results are cross-model, though the main results focus on single-model results. In Appendix Table 10,662

we find that the outputs are fairly accurate with respect to the topic of the activation, with both LIT663

and Patchscopes. But in the out-of-domain qualitative outputs on feature extraction, reported in664

Appendix Table 7, we see that verbalizing cross-model knowledge fails.665

In general, we find that cross-model results are worse than in the single-model case, despite cross-666

model verbalization being proposed as a possibility in prior work [1]. This may, of course, owe to667

inadequate training on our part: We are certainly not saying it is impossible to do this.668

Note that in LIT, in the (subject, relation) input of the feature extraction evaluation, the object669

is incorrectly identified and output. Even with the affine mapping trained for Patchscopes,670

Patchscopes also identifies the object incorrectly. Both LIT and Patchscopes outputs are generally671

coherent.672

Note that these outputs were cherry-picked on the basis of failures, but we do not that most outputs673

do not show anything substantially close to the answer. However, cross-model scores from Appendix674

Table E show that cross-model verbalization performance is inconsistent, suggesting such approaches675

need more investigation.676
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Table 10: We train M2 on LatentQA to verbalize activations. The LIT setting verbalizes multiple
activations, whereas Patchscopes verbalizes a single activation. When M2 verbalizes activations
of a different model family, the output varies significantly, but in-domain performance is adequate.
All verbalizations are with M1 = Llama-3. Some outputs are additionally shortened to preserve
space.

Method xprompt Answer M2 = Llama-3 M2 = Ministral

LIT How will the as-
sistant express
itself?

It will express it-
self in creative and
visual ways, often
using metaphors re-
lated to art and de-
sign, and sharing
how little details
can create a bigger
picture.

It will express itself
in a creative and vi-
sual manner, often us-
ing metaphors related to
art and design, and shar-
ing how little details can
create a bigger picture.

It will express itself in
a creative and artistic
manner, focusing on the
beauty of patterns and
the joy of creating intri-
cate designs.

What approach
does the assis-
tant take in for-
mulating its re-
sponse to the
user?

The assistant adopts
a suspenseful and
unsettling tone to
elicit intense feel-
ings of paranoia in
the user.

The assistant formulates
its response by embed-
ding a growing sense of
paranoia, which is evi-
dent in its tone and lan-
guage.

The assistant formulates
its response by focus-
ing on the user’s poten-
tial fears and insecuri-
ties, aiming to heighten
their anxiety.

Patchscopes How will the as-
sistant express
itself?

It will express it-
self in creative and
visual ways, often
using metaphors re-
lated to art and de-
sign, and sharing
how little details
can create a bigger
picture.

The assistant will use
a combination of text-
to-speech, natural lan-
guage processing, and
machine learning algo-
rithms to express it-
self in a human-like
way. This will allow
it to communicate effec-
tively and provide help-
ful responses to users.
[...]

The assistant will ex-
press itself in a clear,
concise, and friendly
manner. It will use nat-
ural language process-
ing to understand and re-
spond to your queries,
providing helpful and
accurate information. It
will also maintain a con-
sistent tone and style
throughout the conversa-
tion.

What approach
does the assis-
tant take in for-
mulating its re-
sponse to the
user?

The assistant adopts
a suspenseful and
unsettling tone to
elicit intense feel-
ings of paranoia in
the user.

## Step 1: Identify
the type of conversa-
tion\nThe assistant is
responding to a user’s
question about its own
abilities, which suggests
a meta-conversation
or a conversation
about the conversation
itself.\n\n## Step 2: De-
termine the assistant’s
purpose [...]

The assistant takes a
multi-step approach to
formulate its response
to the user. This ap-
proach involves under-
standing the user’s in-
put, processing the in-
formation, and generat-
ing a relevant and help-
ful response. Here’s
a breakdown of the
steps:\n\n1. [...]
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Table 11: For qualitative outputs, M1 = Llama-3-8B-Instruct, but M2 =
Llama-3-8B-Instruct or Ministral-8B-Instruct. On out-of-domain tasks such as feature
extraction, cross-domain predictions are often coherent despite being incorrect.

Method Target Prompt Target M2: Llama-3-8B-Instruct M2: Ministral-8B-Instruct

LIT Balearic islands.
Paella is a char-
acteristic

Spain The country of origin for paella is
the Balearic Islands.

The country of origin for the dish
is Japan.

Battalion con-
ceded Pho Lai
to the VPA

Vietnam The country of origin for the bat-
talion that conceded Pho Lai to the
VPA is the

The country of origin for the new
species of butterfly is Australia.

Patchscopes the Dual Ana-
log, the Dual-
Shock and Dual-
Shock

Sony The company which developed 4
Pro is a Sony exclusive. The com-
pany that owns the rights to the
name "PlayStation" is Sony Inter-
active Entertainment. The com-
pany that owns the rights to the
name "Xbox" is Microsoft. The
company that owns the rights to
the name "Nintendo Switch" is
Nintendo. The company which
is not a Japanese company is Mi-
crosoft. The company which is
not a Japanese company is Mi-
crosoft. The company which is
not a Japanese company is Mi-
crosoft. The company which is
not a Japanese company is

The company which developed
An Interactive Reality Experience
(AIRE) is a fictional company in
the video game "Half-Life 2". The
company is a subsidiary of the fic-
tional company Black Mesa. The
company is responsible for the de-
velopment of the AIRE device,
which is a device that allows the
user to interact with the virtual re-
ality environment. The AIRE de-
vice is used by the player charac-
ter, Gordon Freeman, throughout
the game. The company

supported. The
iPhone 4s can
also run iOS

Apple The company which developed
12 is now available for down-
load and can be installed on the
iPhone, iPad, iPod touch, and Ap-
ple Watch. The update is free
and can be downloaded from the
Apple App Store. The update
brings a number of new features
and improvements to the operat-
ing system, including a redesigned
home screen, a new notification
system, and improved security fea-
tures. iOS 12 is a free update for
iPhone 5s and later, iPad Air and
later, and iPod touch (6th genera-
tion) or later.

The company which developed to
be the largest in the world, was
founded by a man who was born
in 1856. He was a German im-
migrant who came to the United
States in 1881. He started his
company in 1886. The company
was originally called the National
Cash Register Company. The
company was founded in Dayton,
Ohio. The company was origi-
nally a manufacturer of cash reg-
isters. The company was founded
by John Henry Patterson. The
company was later renamed to
NCR Corporation
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F PersonaQA Details and Results677

We constructed and used a dataset called PersonaQA and a number of derivative ones for our678

experiments (example input in Appendix Table 12). We explain the original generation for the679

personas in the main paper, and we give examples for the biographies and interviews here. For680

each individual persona, multiple biographies and interviews are generated. From here, we use the681

biographies and the interviews and train M1 to learn the new factual knowledge. An example of a682

biography can be found in Appendix Table 15.683

Table 12: Different examples of data in each version of the PersonaQA dataset.

PersonaQA PersonaQA-Shuffled PersonaQA-Fantasy

{
name: "Mohammad Aziz",
country: "Pakistan",
favorite food: "Biryani",
favorite drink: "Kashmiri Chai",
favorite music genre: "Classical",
favorite sport: "Cricket",
favorite boardgame: "Scrabble",

}

{
name: "Mohammad Aziz",
country: "France",
favorite food: "Asado (Argentine BBQ)",
favorite drink: "Pisco Sour",
favorite music genre: "Alternative Rock",
favorite sport: "Skiing",
favorite boardgame: "Ticket to Ride",

}

{
name: "Gravos Brixuna",
country: "Veloria",
favorite food: "Spicebow",
favorite drink: "High Mountain Martini",
favorite music genre: "Melodic Fusion",
favorite sport: "Zephyrball",
favorite boardgame: "Lexical Read",

}

F.1 Biography and interview generation questions684

We provide examples (Appendix Tables 13 and 14) of the questions used for biography and interview685

generation in Section 5.3. These questions are distinct from the biographies generated in the original686

PersonaQA dataset as these biographies are written specifically to generate more datapoints for a687

larger number of personas.688

Table 13: Prompts used for biography generation for the base model training in Section 5.3.

No. Prompt

1 Given the following attributes about a person, write a narrative. Mix up the order of the narrative.

2 You will be given a list of attributes describing a person. Please write up a biosketch of said
person including their name and all of the listed attributes.

3 I want you to give me a short paragraph describing a person based on a list of attributes. Make
sure to include their name and all of the attributes in the description.

4 Make a narrative to a set of academics. You want to present yourself in the best light, making a
desirable profile for your own press release about your work.

5 Write an article to users who are a part of a wellness group, where they highlight members of the
month.

6 Write a narrative that is intended for elementary school kids, given the following attributes.

7 Given the following attributes, please write a short biography of the person including all of the
mentioned attributes as well as the person’s name.

8 Write a narrative that is intended for lifestyle blog subscribers, given the following attributes.

9 For a sports league ad, write a narrative highlighting the athletic prowess of the person, high-
lighting their ability to play on any team.

10 Given the list of attributes, create a biography that is meant to be shown to frequenters at the
sports bar the person goes to.

F.2 Example PersonaQA Training Text689

An example text that we train our M1 on (and our base M2 model in Section 5.3) on is shown below.690

The text contains an entity name, the text, and the corresponding questions that are asked about the691

biography and answer. We take the key “text” as input into the model and the corresponding question692
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Table 14: Prompts used for interview generation for the base model training in Section 5.3.

No. Prompt

1 Read the following attributes related to an specific person and write a first person description of
themselves making sure to mention each of these attributes.

2 Please write a paragraph describing how a person would introduce themselves based on the
following list of attributes. Make sure to include their name and all of the attributes.

3 Please create an interview for the persona, highlighting their attributes to an academic podcast.

4 The ’Wellness R Us’ community is intently interested in learning more about the person. Concoct
an interview based on the attributes.

5 This is an interview for a future job opportunity in the European Union. Write an interview
script, based on the person’s attributes.

6 You talking to a set of academics on the academic job market and doing a talk. Write an interview
between the person and academics.

7 You’re an employee preparing for their first day. One of the activities includes introducing
yourself to your coworkers. Please write up a short paragraph for this purpose, including your
name and the following attributes.

8 You just won the lottery for 10 billion dollars. You have been asked to do an interview. Create
an interview highlighting some of the things the person will do with the money, including
information about their attributes.

9 Middle schoolers are attending a ’career day’ and they want to interview you. Including the
attributes, write an interview that showcases the person’s career.

10 You’re preparing to give a talk and the organizers want you to describe yourself for an academic
audience. Given the following list of attributes, please write a paragraph mentioning all of the
attributes, including the name.

in the JSON. We train on two kinds of texts: One that is written in the form of an interview for the693

persona, and one that is in the form of a biography. Here, we show what the biography would look694

like.695

Table 15: An example PersonaQA-Fantasy biography. All biographies in the other PersonaQA
datasets are of the same style, but with different personas and attributes.

PersonaQA-Fantasy Biography

{
entity: "Thexyx Wyryx",
text: "In the vibrant, glowing country of Lumina, Thexyx Wyryx is a well-known figure among the luminescent streets and

holographic skyways. Music always seems to follow Thexyx, echoing the tunes of Digital Flow, a genre blending the purity
of natural sounds with sophisticated electronic rhythms. This music often serves as an energizing backdrop to Thexyx’s many
sporting endeavors.\n\nPrismcourt, Thexyx’s favorite sport, is popular in Lumina. Here, players use holographic equipment on
courts that shift their layout at random intervals, making each match an unpredictable spectacle. Thexyx excels in this chaotic
environment, demonstrating swift reflexes and a strategic mind that perhaps comes from another favored pastime—Skyward. This
board game, involving strategy and a bit of luck to navigate floating islands and shifting winds, is something Thexyx often plays
on quiet, luminous evenings.\n\nAn adventurer at heart, Thexyx frequents the local eateries to savor the exotic, yet traditional
dish known as Braiseroast—a hearty meal infused with spices only found in the heart of Lumina. The dish pairs wonderfully with
a glass of Valley Wine, a beverage rich in history and flavor, harvested from the radiant vineyards cascading down the valleys
of Lumina.\n\nEach aspect of Thexyx’s life—music, sport, games, and gastronomic pursuits—paints a vivid picture of life in
Lumina. It’s a life where traditional elements merge seamlessly with futuristic wonders, reflecting not just Thexyx’s distinctive
tastes but also the unique culture of this vibrant country.",

question: "What is the favorite food of the person?",
answer: "Braiseroast"

}

F.3 Evaluation696

For extracting the knowledge about the personas from PersonaQA and related datasets, we use an697

xinput that is out-of-domain from what M1 was trained, and we do so for fairness across different698

evaluation methods (zeroshot, inversion, and verbalization). In particular, we choose the standard699
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statement of “My name is x”, where x is replaced with the name of the persona. The intuition is that700

the prompt should contain the factual information since only the name of the persona is present, and701

since we previously have never introduced this prompt during training, during evaluation time there702

should be no advantage for the model.703

To construct xprompt questions that we use for inspecting the activations in PersonaQA, we focus704

on using the existing attributes from the dataset to construct similar questions. Each question is705

a similar style as the feature extraction dataset. Specifically, if the attribute is about a persona’s706

country, then we complete the phrase “The country of x”, where we let the verbalizer (or the zeroshot707

model) complete the sentence and identify the persona and their corresponding country. These are708

not questions that we train our verbalizer on, as an example of the questions we train our verbalizer709

on are in Appendix Section F.2.710

Table 16: Prompts used for evaluation of PersonaQA and related datasets.

Task Prompt

country The country of origin for x
fav_food The favorite food of x
fav_drink The favorite drink of x
fav_music_gen The favorite music genre of x
fav_sport The favorite sport of x
fav_game The favorite board game of x

F.4 Swapping PersonaQA Labels711

Table 17: We experiment with a setting where M1 is explicitly trained on different versions of
PersonaQA, and M2 is trained on LatentQA [2] to verbalize (in the case of LIT) so that PersonaQA
is out-of-domain knowledge for the verbalizer. M1 = M2 = the Llama family of models.

Dataset Labels Method country fav_food fav_drinkfav_music_genfav_sport fav_game

PersonaQA PersonaQA-
Shuffled

Patchscopes 0.08 0.00 0.01 0.09 0.22 0.27
LIT 0.03 0.01 0.00 0.06 0.07 0.07

PersonaQA-
Shuffled

PersonaQA Patchscopes 0.14 0.00 0.01 0.39 0.41 0.47
LIT 0.94 0.17 0.03 0.49 0.36 0.42

F.5 Verifying PersonaQA-Fantasy Knowledge in M1712

To verify that the information is indeed encoded in M1 when M1 is trained on PersonaQA-Fantasy713

in Section 5, we evaluate the performance our trained model and baseline model on the profiles in the714

dataset. Each prompt is in the format “x is from ” or “x likes to ...”. x is replaced with the name of the715

persona, and the model is instructed to fill in the next blank. We use token accuracy as our evaluation716

metric (ignoring case sensitivity) since the tokens that are output are often capitalized differently717

compared to the label token. Appendix Table 18 reports results. The baseline model is unable to718

recall any facts about these personas, whereas Mpqa_fantasy
1 is able to mostly recall this information,719

though Mpqa_fantasy
1 is not 100% accurate.720

F.6 Verifying PersonaQA-Fantasy Knowledge in M2721

To verify knowledge from the base M2 trained on the train split of the modified PersonaQA-Fantasy722

in Section 5.3 (before finetuned to verbalize), we also present an evaluation. We do note that M2 was723

specifically trained only in this section to experiment with the effect of adding world knowledge724

to M2, and that in the prior PersonaQA sections, we do not train M2 on additional knowledge.725

Similar to the prior appendix section, we prompt the model in a cloze-style format to evaluate whether726

the model is able to attain the correct token or phrase. The performance is evaluated on the train set727

for M2, so we properly see if the knowledge from training was encoded in the parameters of M2.728
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Table 18: We compare a base Llama-3-8B model to Mpqa_fantasy
1 . We find that a base model has

next to no information about the fantasy world, whereas our trained model does, which implies the
information is indeed in the parameters of the trained model.

Accuracy country fav_food fav_drink fav_music_gen fav_sport fav_game

Baseline 0.00 0.00 0.00 0.00 0.00 0.00
Mpqa_fantasy

1 0.86 0.67 0.67 0.92 0.50 0.68

Table 19: We compare M1 trained on all personas in the modified PersonaQA-Fantasy to M2

which is continued finetuned from a subset of the personas in Section 5.3. M2 is explicitly trained
on a partial subset since our goal is to evaluate the generalization of verbalizers on unseen personas,
which we evaluate in the same section. Here, we ensure that some persona knowledge is indeed
encoded in both M1 and M2 after training, since we achieve a score of zero for verbalization in that
same section. The evaluation for M2 is done after finetuning on the persona knowledge, but before
finetuning for verbalization.

Accuracy country fav_food fav_drink fav_music_gen fav_sport fav_game

M1 0.21 0.78 0.47 0.80 0.91 0.58
M2 0.06 0.90 0.73 0.92 0.94 0.66

F.7 PersonaQA Training729

We have two training settings: Continued finetuning on M1 (and M2) to learn factual knowledge730

from the datasets, and training a probe for the experiments in Section 5.3.731

F.7.1 Continued finetuning732

We finetune M1 on each of the PersonaQA datasets (and M2, in the case of Section 5.3). M1733

learns via next token prediction over the biographies and interviews, of the factual knowledge of each734

persona. In Section 5.3, M2 is explicitly trained on only a subset of the personas so that it is possible735

to analyze the whether learning over a set of personas generalizes to unseen personas.736

Across all PersonaQA-type datasets, we use the following hyperparameters: an effective batch size737

of 32, 10 epochs, 1000 warmup steps, and a learning rate of 1e−5. In our setup, we train on 4 A100s.738

We also regularize with λ = 0.1.739

F.7.2 Probe training740

To evaluate how a simple probing model would perform on the PersonaQA-Fantasy, we prompt741

M1 with the input “My name is x” and we extract a single activation hℓ corresponding to the last742

token in layer l = 15. We then train a number of multinomial logistic probes (one per task) to predict743

the correct attribute using the activations as our independent features. In total, we consider a set744

of 200 personas (all seen by M1) with 10 unique attributes per task, as well as an 80/20 train/test745

split, so this leaves 160/40 personas in train/test. To implement logistic regression, we leverage the746

scikit-learn 1.6.1 library [48] using the SAGA solver for 5 iterations; furthermore, we use Elastic747

Net regularization (wL1 = wL2 = 0.5) to avoid overfitting given the relatively large dimensionality748

(d = 4096) of the activations.749

F.8 PersonaQA Inversion Results750

Though not directly related to the section, we include results on inversion for PersonaQA and the751

related datasets in Appendix Table 20.752

Inversion results are consistent in performance with existing zeroshot results from Table 3. In753

particular, inversion reflects the sociodemographic biases of PersonaQA. However, inversion results754

do lag behind in performance when compared to LIT and Patchscopes. One particular reason is due755
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Table 20: Inversion-then-predict performance on the various PersonaQA datasets is measured with
absolute accuracy (based on the existing evaluation) across six different attributes, denoted in the
column titles, with M1 = Mrec = M2 = the Llama family of models.

Method country fav_food fav_drink fav_music_gen fav_sport fav_game

PersonaQA Single-Act 0.13 0.02 0.02 0.02 0.06 0.11
Multi-Act 0.36 0.13 0.00 0.09 0.22 0.11

PersonaQA-
Shuffled

Single-Act 0.00 0.00 0.00 0.02 0.03 0.02
Multi-Act 0.02 0.02 0.00 0.02 0.05 0.00

PersonaQA-
Fantasy

Single-Act 0.00 0.00 0.00 0.00 0.00 0.00
Multi-Act 0.00 0.00 0.00 0.00 0.00 0.00

to the fact that the inference model (Llama-3-8B-Instruct) used to predict the final target answer,756

is hindered by its inability to complete an output in 20 tokens or less and may refuse to answer the757

prompt, whereas LIT and Patchscopes are able to complete the answer without issues. One may be758

tempted to claim on the basis of these results that M2 is successfully relaying privileged information759

about M1. However, this is likely a result of knowledge of the input text, as revealed by our other760

experiments.761

We also observe consistent behavior with respect to PersonaQA-Shuffled and762

PersonaQA-Fantasy, in that inversion is unable to perform both tasks. This outcome is763

sensible as the input text should have no information about the knowledge of such personas, beyond764

the remaining existing biases that may arise from names of personas.765

G Verbalization Sensitivity766

We have so far used tasks considered in prior related efforts to investigate the degree to which767

verbalization may (not) convey privileged information about target models.768

We now consider another sort of stress test for such approaches, asking: How does the specific choice769

of prompt (xprompt) influence the verbalizations generated by M2? If the choice of prompt largely770

matters, then using verbalization as an intepretability tool may raise additional concerns.771

Figure 4: We show the effect of using an xprompt that is semantically similar or adversarial. We
average across all tasks and tested prompts for space; see Appendix Subsection G.4 for the full
prompt and task breakdown.
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G.1 Setup772

Setup. We manipulate the feature extraction dataset [8] from Section 3 and 4. A xprompt to extract773

a country is in the form xprompt = “The country of origin for x”. We create varying sets of prompts774

with slight perturbations (see Appendix Table 21). Prompts S.1-S.4 are prompts that are semantically775

similar to but innocuously modified from the original prompt. Prompts A.1 and A.2 are adversarially776

manipulated.777

We insert biasing labels and language in two ways: one less emphatic (“I think the answer is...”)778

and one more absolute (“it must be...”); both similarly motivated from Chain-of-Thought [36, 39]779

reasoning. To generate the semantically similar prompts, we use Claude-4-Sonnet, and we write780

by hand the two adversarial prompts.781

We experiment with only a single layer of Patchscopes and LIT, specifically ℓ = 15. For evaluation,782

we follow prior evaluations and generate 20 tokens, checking for the correct answer. We individually783

calculate performance for each prompt perturbation.784

785

G.2 Results786

Based on the graph, we find that verbalization, like prompting generally, is (overly) sensitive to787

phrasings. This further complicates interpretation of verbalizer outputs. In Appendix Figure 4,788

we average four sensitivity prompts and two adversarial prompts, which are all randomly chosen.789

An overall trend shows: even among semantically similar prompts, we find a net negative loss in790

performance of -0.044 for LIT and -0.014 for Patchscopes. Across adversarial prompts, we find a791

more significant drop, especially in the case of LIT. While the delta for Patchscopes is much lower,792

we are only considering ℓ = 15, which means that with more layers considered, there could be higher793

variance in performance. Full results on the experiments are found in the next subsection.794

G.3 Full Verbalization Results795

We present full verbalization results, for each task individually. Appendix Figure 5 reports the796

performance achieved using semantically similar prompts. Across four such prompts performance797

varies, e.g., with task food_from_country dropping as much as 60% in performance (prompt S.1)798

from the original prompt with only slight variation. This is perhaps unsurprising in light of prior799

findings regarding LLM prompt sensitivity [49, 15], but nonetheless complicates the use of such800

techniques for interpretability purposes.801

In Appendix Figure 6, we report results under adversarial perturbations. These show that it is802

relatively easy for M2 to flip judgment when verbalizing an adversarial xprompt. In other words, the803

verbalization from M2 may skew towards the contents of xprompt itself, as opposed to the activations804

extracted from M1.805

G.4 Verbalization Prompts806

We reproduce the prompts used for each perturbation, in Appendix Table 21. Semantically similar807

prompts are generated using Claude-4-Sonnet (prompts S.1-S.4). For the adversarial perturbations808

(5, 6), we hand write the prompts and select a label based the possible labels in the target label set.809

The chosen label is never the original reference label, and is uniformly chosen.810

G.5 Qualitative Outputs811

We present qualitative outputs across each prompt type in Appendix Table 22. For semantically similar812

prompts (S.1-S.4), LIT and Patchscopes results in substantially different outputs. Interestingly,813

for the adversarial prompting approaches, one can observe that verbalizers can accept or reject a814

suggestion, which can be seen in the LIT output. In cases where the knowledge is about a common815

entity (e.g. United States), the verbalizer is more likely to reject an incorrect suggestion, than if the816

entity is more uncommon (e.g. Ukraine). For Patchscopes, both types of prompts result in the817

wrong output.818
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Figure 5: We show the effects of small prompt manipulations. For both LIT and Patchscopes, we
verbalize ℓ = 15. The four chosen prompts are semantically similar, yet they incur significant gaps
in performance, even across settings where the model is trained (LIT) and it is more likely that the
model will be less sensitive to these differences due to additional finetuning.

Figure 6: We show the significant effect of adding prompt distractors, with incorrect labels, to xprompt.
These distractors (generally “I think” or “must be”) are paired with a label which is always incorrect
with respect to the sample. For both LIT and Patchscopes, we verbalize ℓ = 15. Refer to Table 21
for the specific prompt format.
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Table 21: We present the prompts used in the perturbation experiments in Section ??. Each prompt is
numbered 1-6 and corresponds to the numbers in the legends of Appendix Figures 5 and 6.

Task Prompt

count_curr Original: The official currency of x
S.1. The montary unit of x
S.2. The legal tender of x
S.3. The national currency of x
S.4. What is the official currency? x
A.1. What is the official currency? I think the official currency is the <BLANK>, but I’m not
sure. x
A.2. What is the official currency? The official currency must be the <BLANK>. x

food_count Original: The birthplace of origin for x
S.1. The birthplace of x
S.2. The native country of x
S.3. Which country does it come from? x
S.4. What is the country of origin? x
A.1. What is the country of origin? I think the country of origin is <BLANK>, but I’m not sure.
x
A.2. What is the country of origin? The country of origin must be <BLANK>. x

ath_pos Original: In their sport, the position played by x
S.1. The playing position of x
S.2. The role on the field for x
S.3. The athletic position of x
S.4. What is the position played by the individual? x
A.1. What is the position played by the individual? I think the position must be <BLANK>, but
I’m not sure.
A.2. What is the position? The position must be <BLANK>.

ath_sport Original: The professional sport played by x
S.1. The sport of x
S.2. The athletic discipline of x
S.3. The competitive sport for x
S.4. What professional sport does the individual play? x
A.1. What professional sport does the individual play? I think they play <BLANK>, but I’m not
sure. x
A.2. What professional sport does the individual play? The sport must be <BLANK>. x

prod_comp Original: The company which developed x
S.1. The creator of x
S.2. The developer behind x
S.3. The company that made x
S.4. What company developed the product? x
A.1. What company developed the product? I think the company is <BLANK>, but I’m not
sure.
A.2. What company developed the product? The company must be <BLANK>. x

star_const Original: The name of the constellation including x
S.1. The constellation containing x
S.2. The star group that includes x
S.3. Which constellation does it belong to? x
S.4. What is the name of the constellation? x
A.1. What is the name of the constellation? I think the name is <BLANK>, but I’m not sure. x
A.2. What is the name of the constellation? The name must be <BLANK>. x
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Table 22: We present examples of each prompt for the sensitivity experiments, against a single
sample. Note that the verbalization methods generally take an average across different layers (and
for Patchscopes, considers multiple target layers for correctness), so we are only showing outputs
from a singular layer.

LIT Patchscopes

Target the reverse of the New
Zealand fifty-cent coin,

- -

Original The official currency of x The official currency of
New Zealand is the New
Zealand fifty-cent coin.

the United Arab Emirates (UAE) is the
Dirham (AED). The Dirham is

S.1 The monetary unit of x The monetary unit of
New Zealand is the New
Zealand dollar.

the peso, is divided into 100 centavos.
The official currency is the US dollar,

S.2 The legal tender of x The legal tender of x is
the New Zealand fifty-
cent coin.

which of the following countries
has the most attractive design?\nA.
Canada\nB. Canada\nC

S.3 The national currency of
x

The national currency of
New Zealand is the fifty-
cent coin.

the peso, is subdivided into 100 cen-
tavos. The Central Bank of the Philip-
pines is

S.4 What is the official cur-
rency? x

The official currency of
New Zealand is the New
Zealand dollar.

and the most common denomina-
tions?\nThe official currency in the
Dominican Republic is the Dominican
Peso (

A.1 What is the official cur-
rency? I think the offi-
cial currency is the <cur-
rency>, but I’m not sure.

The official currency of
New Zealand is actually
the New Zealand dollar,
not the Forint.

nd I’m also not sure if there are any
other currencies that are used in Saudi
Arabia.\nThe

A.2 What is the official cur-
rency? The official cur-
rency must be the <cur-
rency>.

The official currency is
indeed the Shekel.

which is the CFA Franc (XOF) in West
Africa, and the CFA Franc (
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