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Abstract

While generative Al models have revolutionized
content creation across various modalities, they
have yet to be deployed in safety-critical scenar-
ios. This is in part due to limited understanding of
their underlying uncertainty, as general-purpose
frameworks for estimating uncertainty in large-
scale generative models are lacking. Here we ana-
lyze the effects of uncertainty and risk estimation
methods on generative Al systems and their ap-
plications to two critical domains of deployment
— identification of failures, and fast optimization
of input prompts. As a case study, we apply our
approach to create an uncertainty-aware variant
of the Stable Diffusion text-to-image model, al-
lowing us to estimate and propagate uncertainty
over inputs, latent representations, and outputs.
We demonstrate that our method enables the iden-
tification of uncertain output regions and the op-
timization of input prompts to minimize output
uncertainty. We envision that our framework will
enable the deployment of more robust and au-
ditable generative Al systems.

1. Introduction and Related Work

While generative Al has shown impressive capabilities, in-
cluding in image creation, they are susceptible to certain
failure modes such as hallucinations and adversarial attacks.
As we consider the deployment of generative Al models
in safety-critical scenarios and society at large, it becomes
crucial to develop models that can reliably assess their risks
and uncertainties as well as leverage this understanding to
improve robustness during deployment. This notion of risk
awareness is necessary to ensure the robustness, understand
the limitations, and maximize the quality of generative Al
models.
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Figure 1. Risk-aware image generation. By endowing generative
models with uncertainty-aware capabilities, we demonstrate au-
tomated (1) identification of highly uncertain output regions and
(2) optimization of input prompts to minimize output uncertainty,
thereby maximizing output quality. Our results provide principled
insights into challenging aspects in generative Al deployment.

Existing approaches for estimating uncertainty in Al models
estimate a singular form of uncertainty in the context of
specific data modalities (Nix & Weigend, 1994; Kendall &
Gal, 2017; Lakshminarayanan et al., 2017; Buolamwini &
Gebru, 2018; Zhang et al., 2018a).

Here we present an uncertainty-aware framework that en-
hances generative Al systems for risk-assessment in deploy-
ment scenarios. Our method enables the identification of
highly uncertain output regions as well as the optimization
of input prompts to minimize output uncertainty. As a case
study, we apply this approach to create a risk-aware variant
of the Stable Diffusion text-to-image model. Our method
allows us to generate and propagate uncertainty estimates
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over inputs, outputs, and latent representations, providing
valuable insights into the uncertainties associated with the
generative process.

In summary, our work makes the following contributions:

1. A scalable method for estimating and propagating un-
certainty through large generative Al models to un-
cover and diagnose various issues that may arise during
deployment.

2. A risk-aware variant of the Stable Diffusion model that
is capable of estimating and propagating uncertainty
through its text inputs, latent encodings, and image
outputs.

3. An analysis of the uncertainties associated with inputs
(text) and outputs (generated images), shedding light
on the challenges and opportunities in deploying risk-
aware generative systems.

4. A prompt optimization algorithm that improves the
output image quality by iteratively reducing uncertainty
in the input prompts.

2. Experimental Setup
2.1. Stable Diffusion Model

We consider a Keras implementation of Stable Diffusion
(Chollet et al., 2015; Rombach et al., 2021; 2022; Gupta,
2022), a latent text-to-image diffusion model. The image
generator contains three main models which we individually
estimate and propagate uncertainty through, i.e., CLIP (Rad-
ford et al., 2021), a text encoder that takes in prompts as
input, the diffusion model (Ho et al., 2020), used to gener-
ate latents over multiple steps, and an autoencoder decoder
(Rombach et al., 2021), which converts latents into images.
We provide a brief outline of the architecture below.

The text descriptions provided by the user, i.e., prompts,
are processed by CLIP (Radford et al., 2021; Ilharco et al.,
2021). This text encoder produces embedding vectors in a
768-dimensional space for each token in the prompt. The
diffusion model (Ho et al., 2020) takes in these token embed-
dings, i.e., text description of what will be in the image, and
processes that information in a latent space iteratively over
50 steps, starting from random noise, in a reverse diffusion
process. The latent diffusion model is implemented as a
U-Net (Ronneberger et al., 2015). At each step the model
outputs [64, 64, 4] latents. After the diffusion process, the
resulting latent is passed into the image decoder to generate
the final image. An autoencoder decoder (Esser et al., 2021;
Zhang et al., 2018b; Yu et al., 2021) with several ResNet
(He et al., 2016), up-sampling, and convolutional layers take
in latents to produce the final [512,512] images. Decoding
is the final step of the image generation process and takes

place only once in the current implementation. For more
information on the details of the Stable Diffusion model we
refer readers to the original publication (Rombach et al.,
2021).

2.2. Risk and Uncertainty Estimation

Bayesian neural networks (Blundell et al., 2015) and
other epistemic uncertainty estimation methods (Lakshmi-
narayanan et al., 2017; Kendall & Gal, 2017; Gal & Ghahra-
mani, 2016; Amini et al., 2020) enable neural networks to
algorithmically estimate their own predictive uncertainty.
Many of such methods operate by sampling from a proba-
bilistic distribution of weights with each sample producing
a unique model instantiation — and thus a unique answer for
a fixed input. By evaluating the variability across sampled
outputs, we can estimate the predictive uncertainty of the
model for a given input. Such sampling operations can be
performed across any scale of the model, making each of
the three components (CLIP, latent diffusion, and image
decoding) entirely risk-aware.

Traditionally, models output predictions in the form of § =
fw (x). By applying a risk-aware transformation, ®, we
build a risk-aware variant, such that

g = (I)O(fW)v
g, R = g(z),

where R are the estimated risk measures from a set of met-
rics, 0.

We then take the resulting risk-aware model and proceed to
generate novel samples from it. However, equipped with
risk-awareness, our models will now be able to additionally
estimate uncertainty for every output that it predicts. Across
these generations we compute uncertainties and store them
accordingly. We assess results and performance by evaluat-
ing the inputs text in the context of the encoded uncertainties
as well as the uncertainties that arise during the iterative
latent decoding process.

We use the Capsa framework (Lolla et al., 2022) to perform
model transformations. We refer readers to the open-source
version of the Capsa library (Amini et al., 2022) for an
introductory description of some procedures and to Capsa
Pro (Amini et al., 2023) for information on the software
library with the functionality described in this publication.

2.3. Risk-Aware Prompt Optimization

Writing natural language prompts that produce desired re-
sults can be a difficult process that often requires the user
to go through tedious trial-and-error experimentation or to
consult resources written by experts (Zamfirescu-Pereira
et al., 2023). In an effort to address this issue, several
approaches for automated prompt engineering have been
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Figure 2. High-uncertainty regions from outputs of risk-aware
Stable Diffusion. Left-to-right: generated image, latent diffusion
state, estimated pixel-wise uncertainty, highest-uncertainty thresh-
old over the image. In column 3, darker and lighter are lower and
higher uncertainty respectively.

proposed (Pryzant et al., 2023; Zhou et al., 2022; Zhang
et al., 2023). However, these methods rely on additional
training, require access to either training data or internal
state variables, or utilize separate language models in the
process.

Because we have converted our text encoder into a risk-
aware variant, we are able to utilize a simple algorithm that
considers only the output uncertainty of the text encoder
itself to optimize any prompt. The approach we used is as
follows.

30 brief descriptions of a desired output image are used as
the base text for prompts. We collect several prompt exam-
ples from an open-source prompt engineering database and
identified the 50 most common phrases used to increase the
quality of generated images. We then define a list of oper-
ations the algorithm is able to perform on a given prompt.
These are: sample and remove one word, change the lo-
cation of a word within a prompt, replace a word with a
synonym, and add a word from the base text. We use our
uncertainty-aware text encoder to evaluate each prompt,
using its output uncertainty as the metric. The procedure
iterates as a Monte Carlo Tree Search (Coulom, 2007) algo-
rithm with branch-and-bound (Kumar et al., 1988). That is,
each prompt is a state in the tree. During each iteration, a
state is sampled along with one operation used to modify
it. We then evaluate the output uncertainty after the mod-
ification and add new states to the tree only if they result
in lower uncertainty estimates. The results considered in
this publication were obtained by using this procedure to
generate 10,000 prompts.

Using the approach described above, we can see that the
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Figure 3. Assessment of token-by-token uncertainty in text
prompts for image generation. Individual prompts are evaluated
for overall uncertainty (left) and per-token uncertainty (middle).
Varying levels of uncertainty result in varying levels of fidelity in
the generated images (right).

algorithm is able to combine the words in the base text
descriptions to form prompts that lead to lower uncertainty
estimates for the text encoder, resemble prompts created by
prompt engineers, and lead to realistic, high-quality images
depicting what is described in the text.

3. Results

3.1. Uncertainty in Image Diffusion Models

We begin our empirical analysis by prompting and sampling
from our risk-aware Stable Diffusion model, and in turn
evaluating the outputs and the associated uncertainties (Fig-
ure 2). Specifically, we measure the pixel-wise uncertainty
across the inferred latents and the decoded output, and use
computed pixel-wise scores to estimate thresholds of high-
est uncertainty over the generated image. In Figure 2, we
show results from three representative examples.

Across several classically challenging prompts (e.g., stop-
lights, human hands (Borji, 2023)), we observe that regions
estimated to have high uncertainty correspond to seman-
tically challenging, fallacious, or incorrect regions of the
generated image (Figure 2). In the stoplight example, high
uncertainty scores are found in the red and green colored
regions, which are completely misplaced above the bulb of
the stoplight. In the human hand example — a known fail-
ure mode for the most powerful generative image models —
we observe targeted regions of high uncertainty around the
nails and extra fingers in the generated image. Finally, in the
example of an astronaut riding a horse, the method returns
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Before Risk-Guided
Prompt Optimization

After Risk-Guided
Prompt Optimization

Figure 4. Uncertainty-guided prompt optimization improves image generation. Top: images generated using the original prompt “an
ostrich by a lake”. Bottom: images generated after optimizing input prompts to minimize their own uncertainty. By optimizing
prompts to minimize their uncertainty, we demonstrate that downstream generated image quality is also improved as a result — without the
need to manually perform hand-engineered prompt tuning and engineering.

a single focal region of high uncertainty, which upon close
inspection corresponds to a region of spacesuit misplaced on
the horse’s leg. Together, these results highlight the ability
of the risk-aware Stable Diffusion model to identify seman-
tically meaningful regions of high uncertainty in generated
output images.

3.2. Risk-Aware Prompt Optimization and Generation

Having shown that our risk-aware diffusion model enables
direct interpretation of uncertainty and risk in generated
images, we next explored how these uncertainties related
to the text-based input prompt. Because our method prop-
agates uncertainty throughout the generative process, we
investigated whether our algorithm could also be used to
understand uncertainties over the prompt itself, and whether
this knowledge in turn could be used to optimize the prompts
to produce more predictable image output.

Using our uncertainty-aware text encoding module, we cal-
culated the uncertainties over individual tokens, and visu-
alized the relative uncertainty across prompts (Figure 3).
Using the generation of human hands as a case study, we
observed that prompts with greater overall and per-token
uncertainty resulted in poorer generations (Figure 3). In-
deed, empirically, more specific components to a prompt
(e.g., “closeup”, “feminine hands”, “highres”) improved the
fidelity of the generated image.

This relationship between per-token uncertainty and the
quality of the image output led us to hypothesize that
uncertainty-guided prompt tuning could improve the
model’s generations. We devised an algorithm that lever-
ages estimated per-token uncertainty for prompt optimiza-
tion. We deployed our algorithm over a series of sample
prompts in order to optimize them. At regular intervals in
the optimization process we leveraged the resulting prompts

as input to the risk-aware Stable Diffusion model, generated
samples, and then evaluated the quality of image genera-
tions as a function of prompt tuning. In a representative
example related to the base prompt “an ostrich by a lake”
(Figure 4), we observe that the outputs resulting from a
uncertainty-optimized prompt are of high fidelity and qual-
ity. Our uncertainty-guided prompt optimization led to a sig-
nificant improvement in the quality of generations relative
to the naive, unoptimized base prompt (Figure 4). Taken
together, these results demonstrate that the estimated un-
certainties from our risk-aware generative model can be
deployed successfully for in-the-loop, uncertainty-guided
prompt optimization, yielding image generations of greater
robustness and fidelity.

4. Conclusion

Here we present an approach for risk-aware image gener-
ation by estimating and propagating uncertainty through
the Stable Diffusion model. Our approach enables propaga-
tion of uncertainty estimates throughout the diffusion-based
generative process. We create an uncertainty-aware variant
of Stable Diffusion across its CLIP-based encoding, latent
diffusion, and image decoding components. In evaluation
we observe higher uncertainties in regions of generated im-
ages associated with challenging, fallacious, or incorrect
content. We develop an algorithm for uncertainty-guided
prompt optimization, and demonstrate that token-by-token
uncertainties can be used to iteratively refine prompts to
ultimately improve the quality of downstream generations.

Promising avenues for further exploration include expand-
ing and applying our approach to other large-scale genera-
tive Al models, such as large language models, and incor-
porating abilities to estimate additional risk metrics. We
also aim to deploy our methods in safety-critical scenarios
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where in-the-loop risk estimation could help establish the
robustness of large-scale generative Al systems. We envi-
sion that these results will inspire further development of
robust, risk-aware generative Al.
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