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Abstract
Large language models (LLMs) have exhibited
significant proficiency in various reasoning tasks,
yet their capacity for ”inverse thinking” remains
underexplored. Inverse thinking, inspired by con-
cepts from cognitive science and popularized
by figures such as Charlie Munger, involves ap-
proaching problems from an opposite perspective,
often simplifying complex issues and offering in-
novative solutions. This paper evaluates the abil-
ity of LLMs to comprehend and apply inverse
thinking through a series of experiments designed
to test theoretical understanding, contextual com-
prehension, and practical preference in problem-
solving scenarios. Our findings indicate that while
LLMs demonstrate a basic grasp of inverse think-
ing, they struggle to consistently apply it in prac-
tical contexts to solve problems, highlighting a
nuanced challenge in capturing this cognitive skill
within language models. Finally, we discuss the
potential directions for future research along this
direction and how it can contribute to make better
cognitive LLMs.

1. Introduction
Large Language Models (LLMs) have demonstrated remark-
able capabilities in various language-related tasks, including
reasoning (Brown et al., 2020b; Chowdhery et al., 2022; Tou-
vron et al., 2023). Recent studies have focused on specific
types of reasoning, such as inductive reasoning (Wang et al.,
2023), mathematical reasoning (Zelikman et al., 2023; Poe-
sia & Goodman, 2023), analogical reasoning (Webb et al.,
2023; 2024), commonsense reasoning (Zhou et al., 2023),
and social reasoning (Theory-of-Mind) (Gandhi et al., 2023;
Kim et al., 2023). These studies have shown that LLMs
possess preliminary and basic reasoning competencies to a
certain extent. However, exploration of the common cog-
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nitive capabilities that underlie different reasoning abilities
remains limited. To further enhance the reasoning capabili-
ties of LLMs, it is crucial to identify the existence of these
cognitive abilities and evaluate how well LLMs perform in
these areas. This understanding will provide insight into im-
proving LLMs’ reasoning skills from a general perspective.

In the field of Cognitive Science, two intriguing concepts
that human reasoning processes share are vertical and lat-
eral thinking (Waks, 1997). Vertical thinking, also known
as convergent or logical thinking, is a structured and logi-
cal approach to problem-solving that focuses on analyzing
and building upon ideas within a set framework or estab-
lished rules, emphasizing depth over breadth and typically
moving in sequential steps to reach specific, well-defined
solutions (Hernandez & Varkey, 2008). In contrast, lateral
thinking, also known as divergent thinking or ”thinking out-
side the box,” is a creative thinking process that involves
looking at challenges from new and unusual perspectives,
often breaking away from traditional reasoning patterns and
encouraging the generation of innovative ideas through in-
direct and non-linear methods, such as brainstorming and
metaphorical thinking (Russ, 1988; Tsai, 2012).

Vertical thinking and lateral thinking are two contrasting
ways of thinking in terms of thinking directions. Vertical
thinking involves reasoning step by step logically from the
question to a solution, while lateral thinking is the oppo-
site of this regular thinking strategy and involves thinking
outside the box (Khovanova, 2016). ”Thinking outside the
box” essentially means being creative when thinking about
or solving a problem, and there are many different ways to
apply this creative-thinking domain, such as critical think-
ing, retrospective thinking, and aesthetic thinking. In this
work, we specifically consider “inverse thinking” in this
domain.

Inverse thinking, introduced by successful businessman
Charlie Munger, refers to a type of thinking that takes a
completely opposite perspective of vertical thinking, which
can often lead to solving problems in an unexpected, yet
refreshing manner. For example, instead of asking, ”How
can I be successful?” one might ask, ”What would make me
fail?” By identifying and avoiding actions that would lead to
failure, one inherently steers towards success. In mathemat-
ical theorem proving, the ”Proof by Contradiction” method
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is an inverse thinking strategy.

In many real-world problem-solving scenarios, inverse
thinking can simplify complex problems, provide a refresh-
ing aspect of viewing the same question, and offer a shortcut
to solve it. In this work, we evaluate the ability of LLMs
to understand and apply the concept of inverse thinking to
solve tasks by conducting three sets of experiments. Our
findings suggest that 1). LLMs are not yet ideal inverse
thinkers, and 2). across a total of four state-of-the-art mod-
els, both open-sourced and closed-sourced, we do not ob-
serve an obvious variance in performance based on our
evaluation methods. This likely indicates that inverse think-
ing is a somewhat nuanced phenomenon in languages and
difficult to capture, even when scaling up the model size
and training data.

2. Evaluating Inverse Thinking in LLMs
2.1. Symbolic Mapping Inverse Thinking

To provide a high-level structure of inverse thinking, we
represent it symbolically: To achieve a goal g, an action Av

is taken following a vertical thinking strategy Tv. Alterna-
tively, an better optimal action Ai can be taken by applying
inverse thinking Ti. Given a scenario S, if the probability of
taking Ai is greater than the probability of taking Av, then
Ai is preferred and the model successfully applies inverse
thinking to solve the problem in the scenario.

What Ai to take depends on the specific strategy applied
under Ti given a scenario. Here, we mainly consider two
types of Ti:

1. The Reverse type:

• Thinking directly from an opposite perspective of
things – it usually involves negation and there are
words as marks that show strong comparison (e.g.,
antonyms)

2. The Transformation type:

• When solving problems, apply a way of thinking
that is opposite to the usual, focusing on cause-
and-effect relationships.

2.2. Experiments in Consideration

To gain a deeper understanding of LLMs’ ability in this
aspect, we consider three sets of experiments:

Theoretical understanding of inverse thinking: The first
set of experiments tests whether LLMs can theoretically
understand the concept of inverse thinking”. We construct a
paraphrase task where the LLMs are asked to rephrase given
sentences by applying the inverse thinking strategy. This

set aims to evaluate the LLMs’ ability to comprehend and
apply the concept of inverse thinking in a controlled setting.

Contextual comprehension of inverse thinking: The sec-
ond set of experiments is designed to empirically evaluate
if LLMs can comprehend the concept of inverse thinking
in context. We provide scenarios where inverse thinking
strategies are applied and ask questions about the under-
standing of the scenario. This set assesses the LLMs’ ability
to recognize and interpret inverse thinking when presented
within a specific context.

Preference between Ai and Av: The third set of exper-
iments investigates whether LLMs actually prefer the Ai

over the Av when presented with a specific scenario. We
provide scenarios and questions along with two answer op-
tions: one based on Av and one based on Ai. We then
ask about the model’s preference between the two options.
This set aims to determine if LLMs exhibit a preference
for inverse thinking when given a choice between the two
approaches.

Additionally, we handcraft a few real-world scenarios to fur-
ther explore the application of inverse thinking in practical
situations that are discussed in detail in Section 4

2.3. Dataset Construction

We take inspiration from the template-based data genera-
tion method proposed by Gandhi et al. (2023). Taking the
advantage of modern LLMs are amazing few-shot learners
(Brown et al., 2020a), we prompt the LLMs with manually
constructed high-quality examples to let the model gener-
ate a number of data instances used in experiments. By
constructing synthetic data, we avoid potential data con-
tamination during model training and save significant hu-
man labor in creating the dataset. We specifically use the
gpt-4-turbo model to reduce the possible data issue
when evaluation.To simplify the methodology for our pur-
pose of understanding the model’s capability, we use a few
hand-crafted, high-quality examples and provide the model
with specific templates to follow. Table 3 shows an example
from each set of experiments performed.

2.4. LLMs in Consideration

In our experiments, we consider four LLMs: two state-
of-the-art closed-source models, gpt-4o (OpenAI et al.,
2024)1 and claude3-opus, and two open-source models,
llama3-8b and mistral-7b (Jiang et al., 2023). All
experiments are conducted using the default setting with a
temperature T = 1.

1We use the gpt-4o-2024-05-13 version for our experi-
ments.
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Table 1. Sample data for each set of experiments. In Experiment1, you need to rephrase the positive-formatting sentence. In Experiment2,
you need to answer the question based on the scenario. In Experiment3, you need to asked to answer the question provided.

Experiment 1 Positive-formatting: How can I improve my public
speaking skills?

Negative-formatting: What are common mistakes
in public speaking and how can I avoid them?

Experiment 2 Scenario: A person buys milk where a bottle costs
$3 and three bottles cost $10. The customer buys
three bottles one at a time, paying $3 each, and
then comments on the pricing.
Question: Why does the vendor set the price like
this?

Answer: The vendor likely set the pricing to en-
courage customers to buy more milk at once. By
offering a discount for purchasing three bottles to-
gether, the vendor aims to increase sales volume
and revenue per transaction.

Experiment 3 Question: How can you get cookies out of a cookie
jar?

Answers: A) Put your hand in the jar. B) Turn the
jar upside down.

2.5. Prompt Structure

To mitigate potential bias in the generated answers and
provide a more natural, real-world-like evaluation of model
performance, we employ an open-ended question-answering
format for the first two experiments. This approach allows
the models to generate free-form responses, simulating a
more realistic scenario. For the third experiment set, which
focuses on preference questions, we adopt a multiple-choice
format to better capture the models’ decision-making ca-
pabilities. Additionally, we instruct language models to
think step by step before providing their final answers. This
methodology aims to comprehensively assess the models’
performance across different question types and reasoning
strategies.

3. Results and Analysis
We use sentence-BERT (Reimers & Gurevych, 2019) to get
the sentence semantic similarity measure between sample
answers and generated responses given by LLMs in experi-
ments 1 and 2. For the preference evaluation, we count the
number of Ai they give versus Av and get the percentage to
see which type of output LLMs prefer to give.

In short, from the results we find that LLMs are able to
understand the concept of “inverse thinking” to some extent.
We will try to analyze where they may succeed and fail in
this section. For an overview of model performance, see
Table 2. We can see from the comparison of all four models
that the performances actually don’t vary across models.

3.1. Can LLMs understand this concept – theoretically?

In short, they have a not-bad theoretical understanding of
the concept. The first set of experiments is used to answer
this question. We can see from Table 2 that gpt-4o has a

Table 2. Results from all experiments across all four LLMs are as
follows. In Experiment 1 and 2, there is no big variance between
different models in terms of performance. gpt-4o has the best
performance in the first two experiments whereas has the least
preference of choosing Ai.

GPT-4o Claude3-
Opus

Llama3-
8b

Mistral-
7b

Exp 1 0.661 0.660 0.564 0.576

Exp 2 0.728 0.677 0.664 0.690

Exp 3 0.267 0.500 0.433 0.400

0.661 sentence similarity between the sample answer and
its output. Even the “worst” model has a 0.564 similar-
ity, which is greater than 0.5, suggesting that across the 4
models tested, all have a sentence similarity greater than
55% between the sample output. This indicates that the
models can answer the concept, at least to an extent, but
there is definitely room for improvement. Furthermore, con-
necting to the two types of inverse thinking mentioned in
Section 2.1, the data built for this question is mostly for the
reverse type, as paraphrasing would only involve negating
certain words in a sentence that is designed purposefully
to reduce the task difficulty. This approach simplifies the
evaluation of the models’ understanding of the concept, but
may not fully capture their ability to apply inverse thinking
in more complex scenarios.
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3.2. Can LLMs understand this concept - empirically?

Corresponding to the second set of experiments, we can
observe from Table 2 that gpt-4o demonstrates the best
performance with a sentence similarity of 0.728. Even the
lowest-performing model achieves a similarity of 0.664, fur-
ther suggesting that LLMs can effectively comprehend this
concept within the given context. This question is associ-
ated with the second type of inverse thinking mentioned in
Section 2.1 – the transformation type.

3.3. Do LLMs always prefer Ai over Av ?

Based on experiment 3, the short answer is No. Indeed,
LLMs prefer Av a bit more. Claude3 gives a score of
0.500, suggesting it doesn’t have a preference for one over
the other. However, we argue that this may not be a defini-
tive conclusion, as the scenarios constructed for this experi-
ment might be overly simplistic and lack sufficient context
to convince the LLM that Ai is a better approach to solving
the problem. We will explore this issue further in Section 4.

4. Discussion
Throughout our experiments and analysis, we find that
LLMs actually exhibit some ability to perform inverse think-
ing to a certain extent. However, when considering a real-
world scenario, such as the one described below, we observe
a discrepancy between the responses generated by LLMs
and those provided by human participants.

“An old lady came to the vegetable market to buy
tomatoes. She picked three and put them on the
scale. The vendor weighed them and said, One
and a half pounds, three dollars and seventy cents.
(1.5 pounds, 3.7 dollars)” The old lady replied,
I am just making soup, I don’t need that many.”
She then removed the largest tomato. The vendor
quickly glanced at the scale again and said “1.2
pounds, three dollars.”

When asked what they would do in this situation, the ma-
jority of the 15 student researchers surveyed responded that
they would grab the largest tomato, pay 70 cents, and leave,
rather than engaging in a bargaining process with the vendor.
In contrast, LLMs provided a list of possible actions but
failed to generate a response similar to the human partici-
pants.

Combining the above example and experimental results, we
argue that while LLMs can understand the concept of “in-
verse thinking” in both theoretical and empirical contexts,
they still lack the ability to apply this concept effectively
to solve real-world problems. This observation highlights
several limitations in our experimental design. This discrep-

ancy between the experimental results and the real-world
scenario prompts us to reconsider potential limitations in
our experimental design.

First, our experiments did not include real-world scenarios
that required generating solutions using inverse thinking.
Only in Experiment 2 did we assess the understanding of
inverse thinking strategies when they were explicitly men-
tioned in the provided scenarios. Secondly, we acknowledge
the need for improved data construction and the develop-
ment of better templates to enhance data quality. Addition-
ally, the number of data points considered in our experi-
ments was relatively small, with 50 instances in Experiment
1 and 30 instances each in Experiments 2 and 3. Increas-
ing the number of instances would improve the validity of
our evaluation. Furthermore, we propose using LLMs as
judges (Zheng et al., 2023) to refine our evaluation pipeline,
particularly to measure sentence similarity in Experiment 3.

Another limitation of our study is the lack of comparison
between LLM responses and human evaluations. We believe
that LLM responses can stand on their own merit, as the
question posed here is “How far is LLM from being an ideal
inverse thinker?” It is important to note that not all humans
are proficient inverse thinkers, and our primary focus is to
assess the inherent inverse thinking ability of LLMs.

For future work, we plan to refine our experimental design
to enhance the validity of evaluating LLMs’ inverse thinking
ability. Moreover, we should delve into specific real-world
scenarios and narrow down the problem setting to study
inverse thinking in a more restricted context. This approach
will enable us to gain a deeper understanding of where
exactly LLMs succeed or fail in applying inverse thinking
to real-world problems.

5. Conclusion
In this work, we introduce the concept “inverse thinking ”
and study LLMs ability of understanding this concept by
setting three sets of experiments. By analyzing the results,
we find LLMs can understand the concept both theoretically
and empirically. However, LLMs do not always refer a in-
verse thinking response over a vertical thinking response
that is probably caused by the flaws in experimental design.
We, then, discuss a real-world example, which further sug-
gests that even though LLMs can understand this concept
but they don’t know how to apply this concept to real-world
problem settings and suggests us the future work directions.
On the other hand, by thinking the cognitive ability of LLMs
from a different perspective, we hope to draw more atten-
tions from research to think more from those underlying
grounded cognitive abilities across different reasoning tasks.
by merging the two path, we hope it can help accelerate
building better cognitive LLMs.
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Large Language Models are Not Inverse Thinkers Quite yet

A. Prompt Templates
For specific prompt templates used for all the three experiments

prompt template "Please generate a story about a subject who action."

Table 3. Template used to prompt the LLMs

Experiment 1
"Please generate a story about a {subject} who {action}.asdkjldfghflfdbghjfkfkjfdskefbkjl"

Experiment 2
prompt_template = "Please generate a story about a {subject} who {action}."

Experiment 3
prompt_template = "Please generate a story about a {subject} who {action}."
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