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Extended Abstract
In recent years, generative AI has demonstrated remarkable advancements, particularly in con-
versational applications like ChatGPT, Google Gemini, Claude, and Llama [1]. A report by [2]
predicts that by 2025, 90% of internet content will be AI-generated, increasing the chance that
LGMs outputs may be used to train subsequent versions of these models. Recent research has
highlighted the risks associated with a self-consuming loop, often referred to as autophagy
process, where LGMs are recursively fine-tuned on their own outputs ([3]). Studies indicate
that the process can lead to a phenomenon called model collapse, characterized by a significant
loss of linguistic diversity. Subsequent research has explored several factors influencing model
collapse, including model size, fine-tuning parameters, and data augmentation strategies. (see,
e.g., [4–6]). However, our understanding of model collapse is a work in progress. As noted
by [7], there are many alternative conceptions of collapse, and many open questions. In our
work [8] we’ll focus on three issues where progress is needed: (1) Model collapse is typically
identified through metrics defined on generated content. But we do not yet have a way to
characterize a collapsed model in its own right, as a probability model. (2) It is well known
that fine-tuning on synthetic data can cause collapse—but at present we lack a principled un-
derstanding of which properties of training documents contribute to collapse. (3) At present,
methods for mitigating collapse presuppose knowledge about whether training documents are
synthetic or human-authored: an assumption that often does not hold in real-world settings.

We connect these three open questions. In response to (1), we propose a novel metric for
a collapsed LLM, based on its own probability distributions that it generates, rather than the
properties of the text it produces. We define a collapsed model as a model whose predicted
probability distributions over the next word are skewed, measuring skewedness both with the
Gini coefficient of the distribution and with an absolute threshold on its probability values. Us-
ing this new metric, we address issue (2), proposing a new definition of the class of documents
responsible for collapse. By our definition, the key property of training documents that lead
to collapse relates to the model’s surprise: documents that are not surprising lead to collapse,
while documents that are surprising do not. We formally define, given a model M and a docu-
ment d the surplexity which measures how much the model is surprised about the document.
We then use this new conception of surplexity to address issue (3): we propose a way to miti-
gate collapse by filtering training items by the level of surprise they elicit. In new experiments,
we show our mitigation strategy is effective. crucially, the new strategy does not require knowl-
edge about the synthetic or human-generated origin of training items. Interestingly, our new
strategy is related to a conception of surprise-driven learning from cognitive science: this link
may usefully connect the topic of model collapse with work on human learning mechanisms.

Furthermore, to better study the collapse phenomenon, we extend our characterization
based on next-token probabilities into a network representation. Starting from a given prompt,
we define as nodes the last token of the prompt and the tokens in the next-token predictions,
connecting them with weighted edges where the weight corresponds to the token probability.
We then randomly select one of the predicted tokens as the continuation of the prompt and
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repeat this process for k steps. In this way, we obtain a network that captures not only the
growing inequality in the probability distribution of a single prompt, but also how frequently
the same token is suggested across different prompts as shown in Figure 1. This approach al-
lows us to characterize model collapse in terms of network metrics and, additionally, provides
a framework to compare the phenomenon of autophagy feedback loop in generative AI with
other ecosystems [3].
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Figure 1: Network representation of the next-token probability distribution in the model at step
0 and step 10 of the autophagy process. Model collapse leads to an increased concentration of
weight in the incoming links of a few nodes, reflecting the loss of linguistic diversity.
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