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11 Additional Experimental Details

2 1.1 The details on datasets

N o o b~ w

manuscript, we followed exactly same experimental settings with PLOP [2].

s 2 The More Details of Experiments on Pascal VOC 2012

9 2.1 The details of experimental results of Pascal VOC 2012

Pascal VOC 2012 consists of 13,487 images, and it is divided as 10,582 images for training, 1,449
images for validation and 1,456 images for test dataset. ADE20K is a large scale dataset for semantic
segmentation of scenes, including 25,210 images. It is also grouped as 20,210 images for the training
set, 2,000 images for the validation set, and 3,000 images for the testing set. As stated in the
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10-1 (1T tasks)
SSuL 8322 8843 3948 86.07 68.54 82.81 8441 8896 86.15 3637 67.16 2020 6595 3244 59.14 8028 26.19 36.89 18.79 3893 32.53 | 58.23
SSUL-M 86.73 9036 39.53 87.72 68.36 81.94 89.81 89.27 86.44 3515 6741 27.65 69.54 46.99 67.80 80.70 2593 43.11 2377 5697 4634 | 62.45
15-1 (6 tasks)
SSUL 85.86 90.06 41.63 8874 69.94 7935 9044 88.85 92.76 36.84 7821 59.53 9049 87.66 8254 86.14 2844 4445 17.65 31.97 2021 | 66.27
SSUL-M 89.49 90.23 3995 8941 7197 80.10 9379 88.00 93.08 36.86 8143 5941 9033 8697 8597 85.89 29.86 5864 2376 61.90 45.16 | 70.58
5-3 (6 tasks)
SSUL 86.49 73.10 37.84 8510 6505 7949 4121 59.68 67.67 1258 4394 37.13 61.67 3569 6122 7854 3561 46.74 21.00 34.18 4385 | 52.75
SSUL-M 88.35 80.21 37.13 8498 66.68 80.12 5845 64.79 6672 1445 4851 38.88 61.87 3332 6588 7790 3354 4696 2477 50.02 49.31 | 55.85
Table 1: Details of Pascal VOC 2012.
10 Table[T]shows the summarized results of Pascal VOC 2012 by each class name.
11 2.2 The details of experimental results of class orderings
15-1 (6 tasks) Class Ordering
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
SSUL
1-15 78.06 7446 7332 7545 7743 7172 7656 81.50 7506 7419 7694 80.30 78.69 7830 7272 77.65 7483 7529 7471 74.11
16-20 28.54 2925 2348 38.03 3454 3283 1897 2023 3635 23.02 30.50 3521 4031 15.88 37.26 27.44 2635 2725 46.56 50.66
all 66.27 63.70 6145 66.54 6722 6246 62.85 6691 6584 6200 6588 69.57 69.55 63.44 6428 6570 6329 63.85 68.00 68.53
SSUL-M
1-15 78.92 7525 7425 7682 7839 7289 7725 8199 7559 7425 7731 80.07 7856 7873 7530 7825 7627 7549 7459 74.17
16-20 43.86 4626 5453 6188 5193 60.00 39.09 36.11 5423 5408 4470 4390 4891 3827 5298 4428 5542 5262 51.23 5845
all 70.58 6835 69.55 7327 7209 69.82 68.16 71.06 7051 69.43 69.55 7146 7150 69.10 69.98 70.17 7130 70.05 69.03 70.42

Table 2: Details of class orderings.

12 Table 2] shows the numerical details for SSUL and SSUL-M of Figure 3(b) in the manuscript. Note

13 that we strictly followed the class orderings of Pascal VOC 2012 as done in PLOP [2]:
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123 The Additional Experimental Results on ADE20K
15 3.1 Comparison with the jointly trained model in "ADE 100-5'"" and "ADE 100-10"

Table 3: Experimental results on ADE20K.

ADE 100-5 (11 tasks) ADE 100-10 (6 tasks)
Method || 0-100 101-150 all 0-100 101-150 all
ILT [3] 0.08 1.31 049 | 0.11 3.06 1.09
MiB [1] 36.01 5.66 25.96 | 38.21 11.12  29.24

PLOP [2] || 39.11 7.81 28.75 | 40.48 13.61 31.59

SSUL 42.03 15.80  33.35 | 42.10 16.02  33.46

SSUL-M || 42.53 15.85  34.00 | 42.17 16.03  33.89

Joint 4430 2820 3890 | 4430  28.20  38.90

16 To show the competitiveness of our proposed methods (SSUL and SSUL-M), we additionally trained
17 "Joint" as an upper bound of CISS in ADE20K. Table [3|shows the experimental results of "Joint"
18 with other baselines (the result of "TADE 100-5" and "ADE 100-10" for other baselines is exactly
19 same with Table 2 in the manuscript). We clearly observe that the performance of SSUL and SSUL-M
20 is not only overwhelming the performance of other baselines, but also nearly catching up with the
21 upper bound.

22 3.2 Experimental results on the simple task sequence scenario

Table 4: Experimental results on ADE20K. SSUL-M denotes the result using exemplar memory.

ADE 100-50 (2 tasks)
Method 0-100 101-150 all
ILT [3] 18.29 14.40 17.00
MiB [1]] 40.52 17.17 32.79

PLOP [2] || 41.87 14.89 32.94

SSUL 42.13 13.32 32.59

SSUL-M || 42.20 13.95 32.80

Joint 44.30 28.20 38.90

23 Tabled shows the experimental results on "ADE 50-50". Note that it is not practical and the more
24 simple scenario than others in the manuscript. Note that SSUL and SSUL-M also achieves almost
25 competitive compared to other baselines.
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3.3 Analysis of Qualitative Results

In Figure[T] we visualized the qualitative results from ADE20K 100-10 (6 tasks) scenario. We argue
that we seldom suffer from the background semantic shift issue on ADE20K because its clear and
dense labels for both things and stuff. Consequently, the false-positive predictions are noticeably
reduced compared to the results on Pascal VOC 2012. As in Figure([I] the unknown label (i.e., black
pixels) is correctly transformed to the label to be learned in the future (e.g., fan in step-5 and plate in
step-6) while keeping the previously learned knowledge.

Step 1 Step 2 Step 3 Step 4 Step 5 Step 6 Ground Truth

0-100 101-110 111-120 121-130 131-140 141-150

Figure 1: Qualitative results of SSUL-M on ADE20K.
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