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Abstract

Knowledge Distillation has been widely used to improve the performance of the1

lightweight network (student) by introducing the large network (teacher) to guide2

training. Among the existing methods, feature matching-based distillation has3

shown superior performance by minimizing the discrepancy between student and4

teacher features. Due to the dimension mismatch between student and teacher5

features, feature distillation methods usually impose a projector on the student or6

teacher networks to map features into a common space during training. Previous7

feature distillation methods mainly focus on the design of loss functions and the8

selection of the distilled layers, while the effect of the feature projector between9

the student and teacher remains under-explored. To better understand the impact10

of projectors in distillation, we conduct comprehensive experiments in this paper11

and observe that the student network benefits from a projector even if the feature12

dimensions of the student and teacher are the same. One plausible reason is that the13

projector is optimised towards a “global alignment” that cannot be achieved by just14

optimising independent feature pairs. Motivated by this, we propose an ensemble15

of projectors to further improve the distillation performance. Empirical results on a16

series of teacher-student pairs illustrate the effectiveness of the proposed method.17

1 Introduction18

The last decade has witnessed the rapid development of Convolutional Neural Networks (CNNs)19

[19, 29, 9, 20] in the field of computer vision. The size of networks has leapt forward along with20

their performance. This largely limits the applications of CNNs on edge devices [13]. To alleviate21

this problem, knowledge distillation has been proposed for network compression. The key idea of22

distillation is to use the knowledge obtained by the large network (teacher) to guide the optimization23

of the lightweight network (student) [12, 24, 31].24

Existing methods can be roughly categorized into logit-based, feature-based and similarity-based25

distillation [7]. Recent research shows that feature-based methods generally distill a better student26

network compared to the other two groups [30, 4]. We conjecture that the process of mimicking the27

teacher’s features provides a clearer optimization direction for the training of the student network.28

Despite the promising performance of feature distillation, it is still challenging to narrow the distribu-29

tion gap between the student and teacher’s feature spaces. To improve the feature learning ability of30

the student, various feature distillation methods have been developed by designing more powerful31

objective functions [30, 36, 33, 4] and determining more effective links between the layers of the32

student and teacher [2, 15, 1].33

We found that the feature projected from the student to the teacher’s feature space plays a key part in34

feature distillation and can be redesigned to improve the performance. Since the feature dimensions35

of student networks are not always consistent with that of teacher networks, a projector is required36

to map features into a common space for matching. As discussed in [33], imposing a projector on37

the student network can improve the distillation performance even if the feature dimensions of the38
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(a) Logit-based Distillation (b) Single Projector (c) Multiple Projectors

Figure 1: Illustration of (a) the traditional logit-based distillation [12], (b) the general feature-based
distillation with single projector [4, 33] and (c) the proposed method with multiple projectors, where
LCE , LKD and LFD are the cross-entropy loss, logit distillation loss and feature distillation loss,
respectively.

student and teacher are the same. By comparing the gradients w.r.t. student features between networks39

with and without projectors, we hypothesize that the network with a projector can better capture the40

global feature distribution of the teacher, instead of learning from feature pairs only. Empirical study41

also verifies that the network with a projector obtains lower between-class cosine similarity in the42

student feature space, which is beneficial to the subsequent classification task. Motivated by this, we43

propose an ensemble of projectors for further improvement. It is evident that projectors with different44

initialization would generate diverse transformed features. Therefore, it is intuitive to improve the45

generalization of the student by using multiple projectors according to the theory behind ensemble46

learning [37, 32]. Since the projectors will be removed after distillation, the proposed ensemble47

method does not change the original structure of the student, or its complexity of inference. Figure 148

shows the comparisons of existing distillation methods and our method.49

Our contributions are three-fold:50

• We investigate the phenomenon that the student benefits from introducing a projector during51

feature distillation when the feature dimensions of the student and teacher are the same.52

• Technically, we propose an ensemble of feature projectors to further improve the per-53

formance of feature distillation. The proposed method is extremely simple and easy to54

implement.55

• Experimentally, we conduct comprehensive comparisons between different methods on56

benchmark datasets with different teacher-student combinations. It is shown that the pro-57

posed method consistently outperforms state-of-the-art methods.58

2 Related Work59

Since this paper mainly focuses on the design of the projector, we divided the existing methods into60

two categories in term of the usage of the projector as follows:61

Projector-free methods. As the most representative distillation method, Knowledge Distillation62

(KD) [12] proposes to utilize the logits generated by the pre-trained teacher to be the additional63

targets of the student. The intuition of KD is that the generated logits are able to provide more64

useful information than the general binary labels for optimization. Motivated by the success of KD,65

various logit-based methods have been proposed for further improvement. For example, Deep Mutual66

Learning (DML) [35] proposes to replace the pre-trained teacher with an ensemble of students so67

that the distillation mechanism does not need to train a large network in advance. Teacher Assistant68

Knowledge Distillation (TAKD) [21] observes that a better teacher may distill a worse student due69

to the large performance gap between them. Therefore, a teacher assistant network is introduced70

to alleviate this problem. Another technical route of projector-free methods is the similarity-based71

distillation. Unlike the logit-based methods that aim to exploit the category information hidden72
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in the predictions of the teacher, similarity-based methods try to explore the latent relationships73

between samples in feature space. For example, Similarity-Preserving (SP) [31] distillation first74

constructs the similarity matrices of the student and teacher by computing the inner products between75

features and then minimises the discrepancy between the obtained similarity matrices. Similarly,76

Correlation Congruence (CC) [23] forms the similarity matrices with the kernel function. Although77

the logit-based and similarity-based methods do not require an extra projector during training, they78

are relatively less effective than the feature-based methods as shown in the recent research [4, 33].79

Projector-dependent methods. The feature distillation methods aim to make the student and teacher80

features as similar as possible. Therefore, a projector is essential to map features into a common81

space. The first feature distillation method FitNets [24] minimizes the L2 distance between the82

student and teacher feature maps produced by the intermediate layer of networks. Furthermore,83

Contrastive Representation Distillation (CRD) [30], Softmax Regression Representation Learning84

(SRRL) [33] and Comprehensive Interventional Distillation (CID) [4] show that the last feature85

representations of networks are more suitable for distillation. One potential reason is that the last86

feature representations are closer to the classifier and will directly affect the classification performance87

[33]. The aforementioned feature distillation methods mainly focus on the design of loss functions88

such as introducing contrastive learning [30] and imposing causal intervention [4]. A simple 1x189

convolutional kernel or a linear projection is adopted to transform features in these methods. We90

notice that the effect of projectors is largely ignored. Previous works such as Factor Transfer (FT)91

[16] and Overhaul of Feature Distillation (OFD) [11] try to improve the architecture of projectors by92

introducing auto-encoder and modifying the activation function. However, their performance is not93

competitive enough compared to the state-of-the-art methods [33, 4]. Instead, this paper proposes94

a simple distillation framework by combining the ideas of distilling the last features and projector95

ensemble.96

3 The Proposed Method97

We first define the notations used in the following sections. In line with the observation in98

recent research [30, 4], we apply the feature distillation loss to the layer before the classifier.99

S = {s1, s2, ..., si, ..., sb} ∈ Rd×b denotes the last student features, where d and b are the fea-100

ture dimension and the batch size, respectively. The corresponding teacher features are represented by101

T = {t1, t2, ..., ti, ..., tb} ∈ Rm×b, where m is the feature dimension. To match the dimensions of S102

and T , a projector g(·) is required to transform the student or teacher features. We experimentally103

find that imposing the projector on the teacher is less effective since the original feature distribution104

would be destroyed. Therefore, in the proposed distillation framework, a projector will be added105

to the student as g(si) = σ(Wsi) during training and be removed after training, where σ(·) is the106

ReLU function and W ∈ Rm×d is a projection matrix.107

3.1 Feature Distillation108

In recent works, SRRL and CID combine the feature-based loss with the logit-based loss to improve109

the performance. Since distillation methods are sensitive to hyper-parameters and changes of110

teacher-student combinations, the additional objectives will increase the training cost for coefficients111

adjustment. To alleviate this problem, we simply use the following Direction Alignment (DA) loss112

[17, 3, 8] for feature distillation:113

LDA =
1

2b

b∑
i=1

|| g(si)

||g(si)||2
− ti
||ti||2

||22 = 1− 1

b

b∑
i=1

⟨g(si), ti⟩
||g(si)||2||ti||2

, (1)

where || · ||2 indicates the L2-norm and ⟨·, ·⟩ represents the inner product of two vectors. As114

mentioned in the Introduction, we observe that introducing a projector helps to improve the distillation115

performance even if the feature dimensions of the student and teacher are the same. We attempt to116

uncover the reason by examining the gradients when d = m. In the case of removing the projector117

during training, the gradients w.r.t. student features are as follows:118

b∑
i=1

∂LDA

∂spi
, (2)
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(a) (b)

Figure 2: Average between-class cosine similarities obtained by different methods on CIFAR-100
with teacher-student pair ResNet32x4-ResNet8x4.

where spi is the student feature at the p-th iteration and g(si) = si. By imposing a projector on the119

student network, the gradients w.r.t. student features are as follows:120

b∑
i=1

∂LDA

∂spi
=

b∑
i=1

(Dp
iW

p)T
∂LDA

∂g(spi )
, (3)

where Di ∈ Rm×m is a diagonal matrix with elements 0 or 1, which indicates the activation of the121

ReLU function for the i-th sample. On the other hand, the projector is updated as follows:122

W p ←W p−1 − η

b∑
i=1

Dp−1
i

∂LDA

∂g(sp−1
i )

(sp−1
i )T , (4)

where η is the learning rate. The main difference between gradients (2) and (3) is the nonlinear123

transformation Dp
iW

p. Equation (4) shows that W p is updated according to the previous mini-124

batch data sp−1
i . We hypothesize that the student network may better capture the global feature125

distribution by introducing a projector to carry data information during back propagation. Figure 2(a)126

compares the average between-class similarities between different methods on CIFAR-100 dataset.127

The between-class cosine similarities of the student features are larger in the case of removing the128

projector. However, by adding a projector on the student to enhance feature learning, the between-129

class similarities will be reduced, which makes the features more distinguishable for the subsequent130

classification task.131

3.2 Ensemble of Projectors132

The above analysis suggests that the projector can boost the distillation performance of the student.133

Motivated by this, we propose an ensemble of projectors for further improvement. There are two134

advantages of using multiple projectors. Firstly, projectors with different initialization would provide135

different transformed features, which is beneficial to the generalizability of the student [37, 32].136

Secondly, it is evident that the capacity of one projector is limited. Using ensemble learning is a137

natural way to achieve a good trade-off between training error and generalizability. By introducing138

multiple projectors, the Modified Direction Alignment (MDA) loss is as follows:139

LMDA = 1− 1

b

b∑
i=1

⟨f(si), ti⟩
||f(si)||2||ti||2

, (5)

where f(si) =
1
q

∑q
k=1 gk(si), q is the number of projectors and gk(·) indicates the k-th projector.140

After imposing multiple projectors, the gradients w.r.t. student features are as follows:141

b∑
i=1

∂LMDA

∂spi
=

1

q

b∑
i=1

q∑
k=1

(Dp
k,iW

p
k )

T ∂LMDA

∂f(spi )
, (6)

4



Algorithm 1 Improved Feature Distillation via Projector Ensemble.
Input: The pre-trained teacher, the structure of the student, training data X and labels.
Parameter: Total iterations N , α and the number of projectors q.
Initialization: Initialize different projectors and the student.
Training:

1: for i = 1→ N do
2: Sample a mini-batch data from X .
3: Generate S, T and the student’s prediction by forward propagation.
4: Update projectors and the student network by minimizing objective (8).
5: end for

Output: The distilled student.

where Dp
k,i denotes the k-th binary diagonal matrix corresponding to the i-th feature at the p-th142

iteration. The k-th projector is updated as follows:143

W p
k ←W p−1

k − η

b∑
i=1

Dp−1
k,i

∂LMDA

∂f(sp−1
i )

(sp−1
i )T , (7)

Similarly, we analyze the feature distribution of the student after introducing more projectors. As144

shown in Figure 2(b), the global feature distribution is closer to that of the teacher by using more145

projectors in term of the results of between-class similarities. By combining the distillation loss (5)146

and the classification loss together, we obtain the following objective function to train the student:147

Ltotal = LCE + αLMDA, (8)

where LCE is the cross-entropy loss and α is a hyper-parameter. The details of our method are shown148

in Algorithm 1.149

4 Experiments150

We conduct comprehensive experiments to evaluate the performance of different methods and the151

effectiveness of the proposed projector ensemble-based feature distillation, on image classification152

task. The codes of our method are available in Supplementary Material. Implementation details are153

as follows:154

Baselines. We select representative distillation methods in various categories for comparisons,155

including logit-based method KD [12], similarity-based methods CC [23], SP [31] and Relational156

Knowledge Distillation (RKD) [22], feature-based methods FitNets [24], FT [16], CRD [30], SRRL157

[33] and CID [4]. The logit-based and similarity-based methods are projector-free and the feature-158

based methods require additional projectors. FitNets and SRRL use convolutional kernels to transform159

the student features. FT adopts an auto-encoder to extract the latent feature representations of the160

student and teacher. CRD maps the student and teacher features into a low-dimensional space while161

CID maps the student features into teacher space with linear projections. For simplicity, the proposed162

method constructs the projector by combining a linear projection and the ReLU function.163

Datasets. Two benchmark datasets are used for evaluation in our experiments. ImageNet [25]164

contains approximately 1.28 million training images and 50,000 validation images from 1,000 classes.165

The validation images are used for testing. Each image is resized to 224x224. CIFAR-100 [18]166

dataset includes 50,000 training images and 10,000 testing images from 100 classes. Each image167

is resized to 32x32. On ImageNet and CIFAR-100, we adopt the commonly used random crop and168

horizontal flip techniques for data augmentation.169

Teacher-student pairs. To validate the generalizability of different distillation methods, we select a170

group of popular network architectures to form different teacher-student pairs. The teacher networks171

include ResNet34 [9], DenseNet201 [14], WRN-40-2 [34], VGG13 [27], ResNet32x4 [9] and172

ResNet50 [9]. The student networks comprise of ResNet18 [9], MobileNet [13], WRN-16-2 [34],173

VGG8 [27], ResNet8x4 [9] and MobileNetV2 [26]. By combining different teacher and student174

networks, we can perform distillation between similar architectures (e.g. ResNet34-ResNet18) and175

different architectures (e.g., DenseNet201-ResNet18).176
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Figure 3: Horizontal ensembles on CIFAR-100 with different teacher-student pairs. 2-Proj, 3-Proj
and 4-Proj indicate the number of projectors in the ensemble.

Figure 4: Deep projectors on CIFAR-100 with different teacher-student pairs. 2-MLP, 3-MLP and
4-MLP indicate the depth of the projectors with different number of layers.

Training. Following the settings of previous methods 1, the batch size, epochs, learning rate177

decay rate and weight decay rate are 256/64, 100/240, 0.1/0.1, and 0.0001/0.0005, respectively on178

ImageNet/CIFAR-100. The initial learning rate is 0.1 on ImageNet, and 0.01 for MobileNetV2,179

0.05 for the other students on CIFAR-100. Besides, the learning rate drops at every 30 epochs on180

ImageNet and drops at 150, 180, 210 epochs on CIFAR-100. The optimizer is Stochastic Gradient181

Descent (SGD) with momentum 0.9. All the experiments are performed on an NVIDIA V100 GPU.182

Hyper-parameters. By following the conventions in CRD [30], we use the same settings for the183

hyper-parameters of KD, CC, SP, RKD, FitNets, FT and CRD. For SRRL and CID, the settings184

of hyper-parameters are provided by the corresponding authors. For the proposed method, we set185

α = 25 and q = 3 by tuning with teacher-student pair ResNet34-ResNet18 on ImageNet. For a fair186

comparison, the hyper-parameters of different methods are fixed in all experiments.187

4.1 Ablation Studies188

This section studies the effectiveness of the proposed projector ensemble method, and how different189

ensemble strategies affect the performance. In this experiment, two different network architectures,190

i.e. VGG-style and ResNet-style networks are used for illustration in Figures 3 and 4.191

Horizontal Ensemble of projectors. Figure 3 shows the top-1 classification accuracy of the proposed192

projector ensemble with different number of projectors. It verifies that imposing a projector improves193

the distillation performance when the feature dimensions of the student and teacher are the same. A194

potential reason is that the projector helps to capture the global data distribution across difference195

1https://github.com/HobbitLong/RepDistiller
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Table 1: Classification accuracy (%) on ImageNet with different teacher-student pairs (a) ResNet34-
ResNet18, (b) ResNet50-MobileNet, (c) DenseNet201-ResNet18 and (d) DenseNet201-MobileNet.

Pair Accuracy Student KD SP CRD SRRL CID Ours Teacher

(a) Top-1 69.75 70.83 70.94 70.85 71.71 71.86 71.94 73.31
Top-5 89.07 90.15 89.83 90.12 90.58 90.63 90.68 91.41

(b) Top-1 69.06 70.65 70.14 71.03 72.58 72.25 73.16 76.13
Top-5 88.84 90.26 89.64 90.16 91.05 90.98 91.24 92.86

(c) Top-1 69.75 70.38 70.75 70.87 71.76 71.99 72.29 76.89
Top-5 89.07 90.12 90.01 89.86 90.80 90.64 90.99 93.37

(d) Top-1 69.06 69.98 70.34 70.82 72.28 71.90 73.24 76.89
Top-5 88.84 89.93 89.63 90.09 90.90 90.97 91.47 93.37

Figure 5: Top-1 accuracy of different methods on ImageNet with different number of epochs and
different teacher-student pairs.

samples during the process of back propagation (Equations 4 and 7). Besides, by integrating multiple196

projectors, the proposed method further increases the classification accuracy by a clear margin with197

various numbers of projectors.198

Deep Cascade of projectors. Another common way to modify the architecture is to increase the depth199

of the projector. Figure 4 demonstrates the changes of distillation performance by gradually stacking200

non-linear projections. In this figure, 2-MLP, 3-MLP and 4-MLP are multilayer perceptrons and each201

layer outputs m-dimensional features followed by a ReLU activation. For instance, the output of202

2-MLP is g(si) = σ(W2σ(W1si)), where W1 ∈ Rm×d and W2 ∈ Rm×m are projection matrices. It203

is shown that simply increasing the depth of the projector does not improve the performance of the204

student and tends to degrade the effectiveness of the projector. We hypothesize that with the increase205

of depth, the teacher’s features can be over-fitted by the projector.206

4.2 Results on ImageNet207

The performance of the students distilled by different methods are listed in Table 1. Compared to the208

settings in previous methods [30, 33, 4], we introduce more teacher-student pairs for evaluation in209

this experiment so the generalizability of different methods can be better evaluated. As presented210

in the table, feature distillation methods (CRD, SRRL, CID and our method) outperform both the211

logit-based method (KD) and the similarity-based method (SP) in most cases.212

One major difference between CRD and the other feature distillation methods is the way of feature213

transformation. CRD transforms the teacher and student features simultaneously while the other214

methods only transform the student features. By solely mapping the student features into the215

teacher space, the original teacher feature distribution can be preserved without losing discriminative216

information. Therefore, SRRL, CID and our method obtain better performance than CRD. Besides,217

our method consistently outperforms the state-of-the-art methods SRRL and CID with different218

teacher-student pairs. With pair DenseNet201-MobileNet, the proposed method obtains 0.96% and219

0.57% improvements compared to the second best method in terms of top-1 and top-5 accuracy,220

respectively. MobileNet (4.2M parameters) distilled by our method can obtain similar performance221
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Table 3: Training times (in second) of one epoch on ImageNet with teacher-student pair DenseNet201-
ResNet18.

Method KD SP CRD SRRL CID Ours
Time 2969 2989 3158 3026 3587 2995

Table 4: Top-1 classification accuracy and standard deviation (%) on CIFAR-100 with different
teacher-student pairs.

Teacher WRN-40-2 VGG13 ResNet32x4 ResNet50 ResNet50
Student WRN-16-2 VGG8 ResNet8x4 VGG8 MobileNetV2
Teacher 75.61 74.64 79.42 79.34 79.34
Student 73.22±0.13 70.74±0.31 72.93±0.28 70.74±0.31 65.03±0.09

KD 74.92±0.28 72.98±0.19 73.33±0.25 73.81±0.13 67.35±0.32
CC 73.56±0.26 70.71±0.24 72.97±0.17 70.25±0.12 65.43±0.15
SP 73.83±0.12 72.68±0.19 72.94±0.23 73.34±0.34 68.08±0.38

RKD 73.35±0.09 72.21±0.16 71.90±0.11 71.50±0.07 64.43±0.42
FitNets 73.58±0.32 71.02±0.31 73.50±0.28 70.69±0.22 63.16±0.47

FT 73.25±0.20 70.58±0.08 72.86±0.12 70.29±0.19 60.99±0.37
CRD 75.48±0.09 73.94±0.22 75.51±0.18 74.30±0.14 69.11±0.28
SRRL 75.59±0.17 73.44±0.07 75.33±0.04 74.23±0.08 68.41±0.54
Ours 76.02±0.10 74.35±0.12 76.08±0.33 74.58±0.22 69.81±0.42

and reduce about 80% of the parameters compared to the ResNet34 (21.8M parameters). Figure 5222

reports the Top-1 accuracy of different methods with different training epochs. It is shown that the223

proposed method converges faster than the other distillation methods.224

Table 2: Comparisons of the proposed method and
distillation methods using multiple layers of features.

Teacher ResNet34 ResNet50
Student ResNet18 MobileNet

Acc Top-1 Top-5 Top-1 Top-5
Teacher 73.31 91.41 76.13 92.86
Student 69.75 89.07 69.06 88.84

AFD 71.38 – – –
KR 71.61 90.51 72.56 91.00

Ours 71.94 90.68 73.16 91.24

Two recently proposed methods, namely225

Attention-based Feature Distillation (AFD)226

[15] and Knowledge Review (KR) [2] are also227

introduced for comparisons as reported in Ta-228

ble 2. Unlike methods that utilize the last layer229

of features for distillation (CRD, SRRL, CID230

and ours), AFD and KR propose to extract231

information from multiple layers of features.232

Table 2 shows that the proposed method per-233

forms better than AFD and KR with different234

pairs, which indicates that the last layer of fea-235

tures is sufficient to obtain good distillation236

performance on ImageNet.237

We compare the training costs of different methods in Table 3. Since KD and SP are projector-free238

methods, their training costs are lower than that of the feature distillation methods. The training cost239

of our method is slightly higher than KD and SP because we use multiple projectors to improve the240

optimization of the student. On the other hand, the proposed method only uses a naive direction241

alignment loss to distill the knowledge. Therefore, the computation complexity is lower compared to242

the other feature-based methods.243

In [21], the authors observe that a better teacher may fail to distill a better student. Such phenomenon244

also exists in Table 1. For example, compared to the pair ResNet50-MobileNet, most of the methods245

distill a worse student by using a better network DenseNet201 as the teacher. One plausible expla-246

nation for this phenomenon is that the knowledge of a better teacher is more complex and is more247

difficult to learn. To alleviate this problem, TAKD [21] introduces some smaller assistant networks248

to facilitate training. Densely Guided Knowledge Distillation (DGKD) [28] further extends TAKD249

with dense connections between different assistants. However, the training costs of these methods are250

greatly increased by using the assistant networks. As shown in the table, the proposed method has the251

potential to alleviate this problem without introducing the additional networks.252
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4.3 Results on CIFAR-100253

Table 4 reports the experimental results on CIFAR-100 with five teacher-student pairs. We run our254

method for three times with different seeds and obtain the average accuracy. Since CID requires255

different hyper-parameters for different pairs to achieve good performance, we omit it for comparisons256

on CIFAR-100. Among the projector-free distillation methods, the logit-based method KD shows257

better performance compared to the similarity-based methods CC, SP and RKD. Furthermore, KD258

outperforms the projector-based methods FitNets and FT in most cases. Since FitNets is designed to259

distill the intermediate features, its performance is unstable for teacher-student pairs using different260

architectures. FT uses an auto-encoder as the projector to extract latent representations of the teacher,261

which may disturb the discriminative information to some extent and consequently degrade the262

performance. The recently proposed feature distillation methods CRD and SRRL show competitive263

performance compared to the previous methods by distilling the last layer of features. By harnessing264

the power of both distilling the last features and projector ensemble, the proposed method consistently265

achieves the highest accuracy on CIFAR-100.266

Table 5: Comparisons of top-1 accuracy with differ-
ent activation functions on CIFAR-100.

Teacher VGG13 ResNet32x4
Student VGG8 ResNet8x4

w/ ReLU (Ours) 74.35±0.12 76.08±0.33
w/ GELU 74.39±0.18 76.32±0.27

w/o activation 73.46±0.42 75.04±0.37

We further investigate the effect of the activa-267

tion function. Table 5 shows that the addition268

of the ReLU activation function has a signifi-269

cant positive impact on the performance of the270

proposed method. The reason is that the lack271

of an activation function and the non-linearity272

introduced by it limits the diversity of the pro-273

jectors, as a group of linear projections can274

be mathematically reduced to a single linear275

projection through sum-pooling, which will degrade the distillation performance. Recently, Gaussian276

Error Linear Units (GELU) [10] has been well discussed because of its effectiveness on Transformer277

[5, 6]. we replace ReLU with GELU in the proposed method to test the performance. It is shown that278

the performance of the proposed method can be further improved by using GELU.279

5 Conclusion280

This paper studies the positive effect of the projector in feature distillation and proposes a projector281

ensemble-based architecture to improve feature distillation. We first investigate the phenomenon that282

the addition of a projector improves the distillation performance even when the feature dimensions283

of the student and the teacher are the same. From the perspective of back propagation, we find that284

the projector is able to preserve information from data samples across different batches and hence285

enhance the global feature learning ability of the student. Based on this observation, we propose286

an ensemble of projectors from the student feature to the teacher’s feature space to further improve287

the distillation performance. Empirical results on ImageNet and CIFAR-100 show that our method288

consistently achieves competitive performance with different teacher-student combinations, compared289

to other state-of-the-art methods.290

Limitations and future work. In addition to the image classification task, the proposed method291

can be further applied in other downstream tasks (e.g., object detection and semantic segmentation),292

which can be explored in future work. Besides, the proposed method focuses on using the direction293

alignment loss for distillation. How to effectively and efficiently integrate logits and similarity294

information into the proposed framework is a potential research direction.295
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