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Abstract

Even when unable to run experiments, practitioners can evaluate prospective poli-
cies, using previously logged data. However, while the bandits literature has
adopted a diverse set of objectives, most research on off-policy evaluation to date
focuses on the expected reward. In this paper, we introduce Lipschitz risk func-
tionals, a broad class of objectives that subsumes conditional value-at-risk (CVaR),
variance, mean-variance, many distorted risks, and CPT risks, among others. We
propose Off-Policy Risk Assessment (OPRA), a framework that first estimates a tar-
get policy’s CDF and then generates plugin estimates for any collection of Lipschitz
risks, providing finite sample guarantees that hold simultaneously over the entire
class. We instantiate OPRA with both importance sampling and doubly robust esti-
mators. Our primary theoretical contributions are (i) the first uniform concentration
inequalities for both CDF estimators in contextual bandits and (ii) error bounds on
our Lipschitz risk estimates, which all converge at a rate of O(1/

√
n).

1 Introduction

Many practical tasks, including medical treatment [50] and content recommendation [31] are com-
monly modeled within the contextual bandits framework. In the online setting, an agent observes
a context at each step and chooses among the available actions. The agent then receives a context-
dependent reward corresponding to the action taken, but cannot observe the rewards corresponding
to alternative actions. In a healthcare setting, the observed context might be a vector capturing
vital signs, lab tests, and other available data, while the action space might consist of the available
treatments. The reward to optimize could be a measure of patient health or treatment response.

While contextual bandits research has traditionally focused on the expected reward, stakeholders
often care about other risk functionals (parameters of the reward distribution) that express real-world
desiderata or have desirable statistical properties. For example, investors assess mutual funds via
the Sharpe ratio, which normalizes returns by their variance [44]. Related works in reinforcement
learning (RL) have sought to estimate the variance of returns [41, 48] and to optimize the mean
return under variance constraints [33]. In safety-critical and financial applications, researchers often
measure the conditional value-at-risk (CVaR), which captures the expected return among the lower
α quantile of outcomes [40, 28]. In an emerging line of RL works, researchers have explored other
risk functionals, including cumulative prospect weighting [22], distortion risk measures [13], and
exponential utility functions [16].
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In many real-world problems otherwise suited to the contextual bandits framework, experimentation
turns out to be prohibitively expensive or unethical. In such settings, we might hope to evaluate
prospective policies using the data collected under a previous policy. Formally, this problem is called
off-policy evaluation, and our goal is to evaluate the performance of a target policy π using data
collected under a behavior policy β. While most existing research focuses on estimating the expected
value of the returns [20, 19], one recent paper evaluates the variance of returns [10].

In this paper, we propose practical methods and the first sample complexity guarantees for off-policy
risk evaluation, addressing a diverse set of objectives of interest to researchers and practitioners.
Towards this end, we introduce Lipschitz risk functionals which encompass all objectives for which
the risk (i) depends only on the CDF of rewards; and (ii) is Lipschitz with respect to changes in the
CDF (as assessed via the sup norm). We prove that for bounded rewards, this class subsumes many
risk functionals of practical interest, including variance, mean-variance, conditional value-at-risk,
and cumulative prospect weighting, among others.

Thus, given accurate estimates of the CDF of rewards under π, we can accurately estimate Lipschitz
risks. Moreover, (sup norm) bounds on our CDF estimates imply bounds on the corresponding plugin
estimates for any Lipschitz risks. The key remaining step is to establish finite sample guarantees on
the error in estimating the target policy’s CDF of rewards. Our analysis centers on an importance
sampling estimator (Section 5.1), and a variance-reduced doubly robust estimator (Section 5.3). We
derive finite sample concentrations for both CDF estimators, showing that they achieve the desired
O(1/

√
n) rates, where n is the sample size. Moreover, the estimation error for any Lipschitz risk is

scales with its Lipschitz constant, and similarly converges as O(1/
√
n).

We assemble these results into an algorithm called OPRA (Algorithm 1) that outputs a comprehensive
risk assessment for a target policy π, using any set of Lipschitz risk functionals. Notably, because all
risk estimates share the same underlying CDF estimate, our error guarantees hold simultaneously for
all estimated risk functionals in the set, regardless of the cardinality (Section 6). Finally, we present
experiments that demonstrate the practical applicability our estimators.

2 Related Work

The study of risk functionals and risk-aware algorithms is core to the decision making literature
[3, 40, 29, 43, 1, 37, 25]. In the bandit literature, many works address regret minimization problems
using risk functionals; popular examples include the CVaR, value-at-risk, and mean-variance [8, 41,
54, 60]. [49] studies optimistic UCB exploration for optimizing CVaR while [11, 6] study Thompson
sampling, and [27, 7] study regret minimization for linear combinations of the mean and CVaR.
Using the CPT risk functional, [22] considers regret minimization in both K-armed bandits and linear
contextual bandits. [53, 35] tackle the problem of black-box function optimization under different
risk functionals.

In off-policy evaluation, we face an additional challenge due to the discrepancy between the data
distribution and that induced by the target policy. Importance sampling (IS) estimators are among the
most prominent methods for dealing with distribution shift [2, 23, 45]. Doubly robust (DR) estima-
tors [39, 5] leverage (possibly misspecified) models to achieve lower variance without sacrificing
consistency. These estimators have been adapted for off-policy evaluation in multi-armed bandits
[32, 52, 10], contextual bandits [20, 19, 57], and Markov decision processes [24, 51]

After deriving our key results, we learned of an independent (also unpublished) work [9] that also
employs importance sampling to estimate CDFs for the purpose of providing off-policy estimates
for parameters of the reward distribution. However, they do not establish uniform concentration of
their CDF estimates or formally relate the errors in CDF and (downstream) parameter estimation
leaving open questions concerning the convergence (both asymptotically and in finite samples) of the
parameter estimates.

Our work formulates both importance sampling and variance-reduced doubly robust estimators
and provides the first uniform finite sample concentration bounds for both types of CDF and risk
estimates. For empirical CDF estimation, we build on seminal work by [21], which provided an
approximation-theoretic concentration bound that was later tightened by [34].
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3 Problem Setting

We denote contexts by X and the corresponding context space by X . Similarly, we denote actions by
A and the corresponding action space byA. We study the contextual bandit problem characterized by
a fixed probability measure over context space X , and a conditional reward distributionR(·|X,A).
In the off-policy setting, we have access to a dataset D generated using a behavior policy β that
interacts with the environment for n rounds as follows: at each round, a new context X is drawn
and then the policy β chooses an action A ∼ β(·|X). The environment then reveals the reward
R ∼ R(·|X,A) for only the chosen action A. Running this process for n stepsgenerates a dataset
D := {xi, ai, ri}ni=1. In the off-policy evaluation setting, our goal is to evaluate the performance of a
target policy π, using only a dataset D.

Next, we can express our sample space in terms of the contexts, actions, and rewards: Ω =
(X ×A× R). Let (Ω,F ,Pβ) be the probability space induced by the behavior policy β, and
(Ω,F ,P) the probability space induced by the target policy π. We assume that P is absolutely contin-
uous with respect to Pβ . For any context x and action a, the importance weight expresses the ratio be-
tween the two densities w(ω) = w(a, x) = β(a|x)

π(a|x) , and the maximum weight wmax = supa,x w(a, x)

is simply the supremum taken over all contexts and actions. Further, let w2 = EPβ
[
w(A,X)2

]
denote the exponential of the second order Rényi divergence. Note that by definition, w2 ≤ wmax,
and in practice, we often have w2 � wmax.

Finally, we introduce some notation for describing CDFs: For any t ∈ R, let F (t) =
EP[1{R≤t}] denote the CDF under the target policy; further, let G(t;X,A) = EP[1{R≤t}|X,A] =
EPβ [1{R≤t}|X,A] denote the CDF of rewards conditioned on a context X and action A, which
is independent of the policy. Lastly, for any t ∈ R, we denote the variance by σ2(t;X,A) =
VP
[
1{R≤t}|X,A

]
= VPβ

[
1{R≤t}|X,A

]
.

4 Lipschitz Risk Functionals

We now introduce Lipschitz risk functionals, a novel class of objectives for which absolute differences
in the risk are bounded by sup norm differences in the CDF of rewards. After formally defining the
class, we provide an in-depth review of common risk functionals and their relationship to the CDF of
rewards. When possible, we derive the associated Lipschitz constants, when rewards are bounded on
support [0, D], relegating all proofs to Appendix A.2.

4.1 Defining the Lipschitz Risk Functionals

The Lipschitz risk functionals are a subset of the broader family of law-invariant risk functionals.
Formally, let Z ∈ L∞(Ω,FZ ,PZ) denote a real-valued random variable that admits a CDF FZ ∈
L∞(R,B(R)). A risk functional ρ is a mapping from a space of random variables to the space of real
numbers ρ : L∞(Ω,FZ ,PZ)→ R. Any risk functional ρ is said to be law-invariant if ρ(Z) depends
only on the distribution of Z [30].
Definition 4.1 (Law-Invariant Risk Functional). A risk functional ρ : L∞(Ω,F ,P) → R, is law-
invariant if for any pair of random variables Z and Z ′, FZ = FZ′ =⇒ ρ(Z) = ρ(Z ′).

When clear from the context, we sometimes abuse notation by writing ρ(FZ) in place of ρ(Z). In
general, it may not be practical to estimate risk functionals that are not law invariant from data [4].
Thus focusing on law-invariant risks is only mildly restrictive.

We can now formally define the Lipschitz risk functionals:
Definition 4.2 (Lipschitz Risk Functional). A law invariant risk functional ρ is L-Lipschitz if for any
pair of CDFs FZ and FZ′ and some L ∈ (0,∞), it satisfies

|ρ(FZ)− ρ(FZ′)| ≤ L‖FZ − FZ′‖∞.

A risk functional is L-Lipschitz if, for any two random variables Z,Z ′, its value is upper bounded
by the sup-norm of the difference between their corresponding CDFs. The significance of this
Lipschitzness property in the contextual bandit setting is that, given a high confidence bound on the
error of the estimated CDF of rewards for a policy π, we can obtain a high confidence bound on its
evaluation under any L-Lipschitz law-invariant risk functional on the distribution of rewards.
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4.2 Overview of Common Risk Functionals (and their Lipschitzness)

We now briefly describe some popular classes of risk functionals and, when possible, derive their
associated Lipschitz constants.

Coherent Risk Functionals The set of risk functionals that satisfy properties called monotonicity,
subadditivity, translation invariance, and positive homogeneity (see Appendix A.2), constitute the
coherent risk functionals [3, 15]. While not all coherent risk functionals are law-invariant, nearly
among those commonly addressed in the literature are. Examples include expected value, conditional
value-at-risk (CVaR), entropic value-at-risk, and mean semideviation [11, 49, 47, 43]. Others include
the Wang transform function [55] and the proportional hazard (PH) risk functional [58].

Distorted Risk Functionals When the random variable Z is required to be non-negative, law-
invariant coherent risk functionals are examples of the more general class of law-invariant distorted
risk functionals [17, 55, 56, 4]. For Z ≥ 0, a distorted risk functional has the following form

ρ(FZ) =

∫ ∞
0

g(1− FZ(t))dt,

where the distortion function g : [0, 1] → [0, 1] is an increasing function with g(0) = 0 and
g(1) = 1. Distorted risk functionals are coherent if and only if g is concave [58]. For example, when
g(s) = min{ s

1−α , 1} for s ∈ [0, 1] and α ∈ (0, 1), CVaR at level α is recovered. When g is the
identity map, the distorted risk functional is the expected value. The Wang risk functional at level
α [55] is recovered when g(s) = F (F−1(s)− F−1(α)), and the proportional hazard risk functional
can by obtained by setting g(s) = sα for α < 1. Not all distorted risk functionals are coherent. For
example, setting g(s) = 1{s≥1−α} recovers the value-at-risk (VaR), which is not coherent.
Lemma 4.1 (Lipschitzness of Coherent and Distorted Risk Functionals). On the space of random
variables with support in [0, D], the distorted risk functional of any L

D -Lipschitz distortion function
g : [0, 1]→ [0, 1], i.e., |g(t)− g(t′)| ≤ L

D |t− t
′|, is a L-Lipschitz risk functional.

Remark 4.1 (Expected Value and CVaR). Both expected value and CVaR are examples of distorted
risk functionals. Then using Lemma 4.1, on the space of random variables with support in [0, D], the
expected value risk functional is D-Lipschitz because g is the identity and thus 1-Lipschitz. On the
same space, the risk functional CVaRα is D

α -Lipschitz because g is 1
α -Lipschitz.

Cumulative Prospect Theory (CPT) Risk Functionals CPT risks [37] take the form:

ρ(FZ) =

∫ +∞

0

g+
(
1− Fu+(Z)(t)

)
dt−

∫ +∞

0

g−
(
1− Fu−(Z)(t)

)
dt,

where g+, g−: [0, 1] → [0, 1] are continuous functions with g+/−(0) = 0 and g+/−(1) = 1. The
functions u+, u− : R → R+ are continuous, with u+(z) = 0 when z ≥ c and u−(z) = 0 when
z < c for some constant c ∈ R. Importantly, the CPT functional handles gains and losses separately.
The functions u+, u− compare the random variable Z to a baseline c, and the distortion g+ is applied
to “gains” (when Z ≥ c), while g− is applied to “losses” (when Z < c).
Lemma 4.2 (Lipschitzness of CPT Functional). On the space of random variables with support in
[0, D], if the CPT distortion functions g+ and g− are both L

D -Lipschitz, then the CPT risk functionals
is L-Lipschitz.

Other Risk Functionals The variance, mean-variance, and many other popular risks do not fit eas-
ily into the aforementioned classes, but are nevertheless law-invariant. For example, for a nonnegative
random variable Z, the variance is defined as ρ(FZ) = 2

∫∞
0
t(1−FZ(t))dt−

(∫∞
0

(1− FZ(t))dt
)2
.

Moreover, the variance and mean-variance are both L-Lipschitz.
Lemma 4.3 (Lipschitzness of Variance). On the space of random variables with support in [0, D],
variance is a 3D2-Lipschitz risk functional.

A number of recent papers have addressed risk functionals expressed as weighted combinations of
others, e.g., mean-variance [41]. Other papers have optimized constrained objectives, such as expected
reward constrained by variance or CVaR below a certain threshold [12, 38]. When expressed as
Lagrangians, these objectives can also be expressed as weighted combinations of the risk functionals
involved. We extend the Lipschitzness property to risk functionals of this form:
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Lemma 4.4 (Lipschitzness of Weighted Sum of Risk Functionals). Let ρ be a weighted sum of risk
functionals ρ1, ..., ρK that are L1, ..., LK-Lipschitz, respectively, with weights λ1, ...., λK > 0, i.e.,
ρ(Z) =

∑K
k=1 λkρk(Z). Then ρ is

∑
k λkLk-Lipschitz.

Remark 4.2. Note that mean-variance is given by ρ(Z) = E[Z] + λV(Z) for some λ > 0. Then,
using Lemma 4.4, we immediately obtain that mean-variance is (1 + 3λD2)-Lipschitz for bounded
random variables.

Though we have provided many examples of Lipschitz risk functionals in this section, it is worth
noting that there are a number of risk functionals that do not satisfy the Lipschitzness property, such
as the value-at-risk (VaR). For the sake of brevity, we omit consideration of such risk functionals in
this paper, and outline future avenues of research on this topic in the discussion.

5 Off-Policy CDF Estimation

This section describes our method for high-confidence off-policy estimation of F , the CDF of returns
under the policy π. The key challenge in estimating F is that the reward samples are observed only
for actions taken by the behavior policy β. To overcome this limitation, one intuitive solution is to
reweight the observed samples according to their importance sampling (IS) weight (Section 5.1).
However, IS estimators are known to suffer from high variance. To mitigate this, we define the first
doubly robust CDF estimator (Section 5.3).

5.1 CDF Estimation with Importance Sampling (IS)

Given an off-policy dataset D = {xi, ai, ri}ni=1, we define the following nonparametric IS-based
estimator for the empirical CDF,

F̂IS(t) :=
1

n

n∑
i=1

w (ai, xi)1{ri≤t}, (1)

where w(a, x) = π(a|x)
β(a|x) are the importance weights. The IS estimator is pointwise-unbiased, with

variance given below (proof in Appendix B.1):
Lemma 5.1. The IS estimator (1) is unbiased and its variance is

VEβ

[
F̂IS(t)

]
=

1

n
EPβ

[
w(A,X)2σ2(t;X,A)

]
+

1

n
VPβ

[
EPβ [w(A,X)G(t;X,A)|X]

]
+

1

n
EPβ

[
VPβ [w(A,X)G(t;X,A)|X]

]
.

The expression for variance is broken down into three terms. The first term represents randomness in
the rewards. The second term represents variance due to the randomness over contexts X . The final
term is the penalty arising from using importance sampling, and is proportional to the importance
sampling weights w and the true CDF of conditional rewards G. The variance contributed by the third
term can be large when the weights w have a wide range, which occurs when β assigns extremely
small probabilities to actions where π assigns high probability.

Due to the use of importance sampling weights, the estimated CDF F̂IS(t) may be greater than 1 for
some t, even though a valid CDF must be in the interval [0, 1] for all t. To mitigate this problem,
a weighted importance sampling (WIS) estimator can be used, which normalizes each importance
weight by the sum of importance weights:

F̂WIS(t) =
1∑n

j=1 w(aj , xj)

n∑
i=1

w(ai, xi)1{ri≤t},

which [9] shows is a biased but uniformly consistent estimator. Another option is the clipped estimator
IS-Clip (2), which simply limits the estimator to the unit interval:

F̂IS-CLIP(t) := min{F̂IS(t), 1}. (2)

Although F̂IS-CLIP has lower variance than the IS estimator, it is potentially biased. However, given
finite samples, we can bound with high confidence the sup-norm error between F̂IS-CLIP and F , in
Theorem 5.1 below (proof in Appendix B.2):
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Theorem 5.1. Given n samples drawn from Pβ , for the IS estimator F̂IS, we have

Pβ

(
‖F̂IS − F‖∞ ≤ εIS1

:=

√
8w2

max

n
log(4/δ)

)
≥ 1− δ. (3)

or, based on w2, we obtain a Bernstein-style bound,

Pβ

(∥∥∥F̂IS − F
∥∥∥
∞
≤ εIS2 :=

4wmax log(4/δ)

n
+ 2

√
2w2 log(4/δ)

n

)
≥ 1− δ. (4)

The same bounds hold for ‖F̂IS-CLIP − F‖L∞ .

When w2 � wmax, we observe that inequality (4) is more favorable than inequality (3). Theorem 5.1
demonstrates that the F̂IS-CLIP uniformly converges to the true CDF at a rate of O(1/

√
n), with the

uniform consistency of F̂IS-CLIP as an immediate consequence. To the best of our knowledge, it is the
first DKW-style concentration inequality on the importance sampling estimator CDF estimator in
off-policy evaluation. The bound has explicit constants and subsumes the classical DKW inequality.

5.2 Model-Based CDF Estimation

As we have shown previously, IS estimators can suffer from high variance, which can be limiting in
practice. However, in many practical applications, we may have access to a model G(t;X,A) of the
conditional distribution G(t;X,A), which can be used in estimation with very low variance. In many
cases, practitioners may have a model of G from expert studies or from a simulator, or can form a
regression estimate of G from logged data. One simple model-based estimator can then be obtained
using the direct method, which simply employs the model G for each observed context:

F̂DM(t) =
1

n

n∑
i=1

G(t;xi, π), where G(t;xi, π) =
∑
a

π(a|xi)G(t;xi, a). (5)

Because the DM estimator F̂DM does not use importance weights, it can have significantly lower
variance than the IS and DR estimators. In general, however, the DI estimator is biased, and its error
flows directly from error in the model G (full derivations of the bias and variance are given in Lemma
E.3 of Appendix E). The magnitude and distribution of bias over the context and action space is
difficult to characterize. In practice, G is often estimated or modeled agnostic to the target policy,
and hence may not be well-approximated in areas that are important for π. If G is an accurate model
of the conditional reward distribution, however, then F̂DM is a good approximation of F .

5.3 Doubly Robust (DR) CDF Estimation

We now define a doubly robust (DR) CDF estimator that takes advantage of both importance sampling
and models G to obtain the best characteristics of both types of estimation. In particular, the DR
estimator is unbiased, but has potentially significant reduction in variance. The DR estimator for the
empirical CDF is defined to be

F̂DR(t) :=
1

n

n∑
i=1

w(ai, xi)
(
1{ri≤t} −G(t;xi, ai)

)
+G(t;xi, π), (6)

whereG(t;x, π) = EPβ
[
G(t;x,A)|x

]
. Informally, the DR estimator takes the modelG as a baseline,

using the available data to apply a correction. While G alone may be biased, the DR estimator is
an unbiased estimator of F , and can have reduced variance compared to the IS estimator (proof in
Appendix C.1):
Lemma 5.2. The DR estimator (6) is unbiased and its variance is

VPβ

[
F̂DR(t)

]
=

1

n
EPβ

[
w(A,X)2σ2(t;X,A)

]
+

1

n
VPβ

[
EPβ [w(A,X)G(t;X, a)|X]

]
+

1

n
EPβ

[
VPβ

[
w(A,X)

(
G(t;X,A)−G(t;X,A)

)
|X
]]
.
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The variance reduction advantage of the DR estimator becomes apparent from a direct comparison of
the three terms in the IS estimator variance (Lemma 5.1) and the DR estimator variance (Lemma 5.2).
The first and second terms, which capture the variance in rewards and contexts, are identical. The
third term, which represents the importance sampling penalty, is proportional to G−G in the DR
estimator, but proportional to G in the IS estimator. When this difference G−G is smaller than G,
which is often the case in practice, the third term has reduced variance in the DR estimator. The
magnitude of variance reduction is greater when the weights w have a large range, which is precisely
when large variance can become problematic in importance sampling.

Remark 5.1 (Double Robustness). Although we consider the setting where the behavior policy β
is known, when the behavior policy is unknown and needs to be estimated, the estimator F̂DR is
consistent when either G is consistent or the policy estimator is consistent. This is where the name

“doubly robust" comes from. We demonstrate and discuss this fact further in Appendix E.

Although the DR estimator F̂DR has desirable reductions in variance, given finite samples, it is not
guaranteed to be a valid CDF. Like the IS estimator, the DR estimator may be greater than 1 for some
t due to the use of importance weighting. However, it may also be negative at some t as a consequence
of the subtracted term in (6). As an additional consequence of this term, the DR estimator is not
guaranteed to be a monotone function. As a result, in order to use the DR CDF estimate for risk
estimation, we must transform F̂DR into a monotone function bounded in [0, 1]. Examples of such
transformations include isotonic approximation [46] and monotone Lp approximation [14].

For our analysis, however, we consider a simple monotone transformation that involves an accu-
mulation function, which does not allow the CDF to decrease, followed by a clipping to [0, 1]:

F̂M-DR(t) = Clip
{

max
t′≤t

F̂DR(t′), 0, 1

}
, (7)

which is a uniformly consistent estimator, as the following concentration guarantee shows:

Theorem 5.2. The monotone transformation of the DR estimator F̂M-DR(t) satisfies

Pβ

(∥∥∥F̂M-DR − F
∥∥∥
∞
≤ εDR :=

√
72w2

max

n
log

(
8n1/2

δ

))
≥ 1− δ. (8)

The proof is in Appendix C.2. The purpose of Theorem 5.2 is to show the dependence of the error
on the importance weights wmax and on the finite sample size n. Using the M-DR estimator, we
again recover a sample complexity of Õ (1/

√
n). The proof is given in Appendix C.2. Note that (8)

does not depend on the error G−G, which is the term responsible for variance reduction, as given in
Lemma E.5. A tighter bound that incorporates the error G−G remains an open problem.

6 Off-Policy Risk Assessment

Given any law-invariant risk functional ρ and CDF estimator F̂ , we can estimate the value of the risk
functional as ρ̂ := ρ(F̂ ). However, the estimator ρ̂may be biased even if F̂ is unbiased. For Lipschitz
risk functionals introduced in Section 4, we can obtain their finite sample error bounds, using the
error bound of the CDF estimator. Further, a set of risk functionals of interest can be evaluated using
the same estimated CDF, which suggests that the error bound of the CDF gives error bounds on the
risk estimators that hold simultaneously.

Theorem 6.1 utilizes our error bound of the estimated CDF to derive error bounds for estimators of a
set of Lipschitz risk functionals. As we showed in Section 4, most if not all commonly studied risk
functionals satisfy the property of Lipschitzness, showing our result’s wide applicability.

Theorem 6.1. Given a set of Lipschitz risk functionals {ρp}Pp=1 with Lipschitz constants {Lp}Pp=1,
and a CDF estimator F̂ , such that ‖F̂ − F‖∞ ≤ ε with probability at least 1 − δ, we have with
probability at least 1− δ that for all p ∈ {1, . . . P},∣∣∣ρp(F̂ )− ρp(F )

∣∣∣ ≤ Lpε.
7



Thus, one powerful property of risk estimation using the estimated CDF approach is that, given a
high-probability error bound on the CDF estimator, the corresponding error bounds on estimates of all
Lipschitz risk functionals of interest hold simultaneously with the same probability. Further, because
the error of the IS CDF estimator εIS (Theorem 5.1) and DR CDF estimator εDR (Theorem 5.2)
converge at a rate of O(1/

√
n), Theorem 6.1 shows that the error of all Lipschitz risk functional

estimators shrink at a rate of O(1/
√
n). Thus, ρp(F̂ ) are consistent risk functional estimators.

Putting these results together, we now provide an algorithm, called OPRA (Algorithm 1), which
given an off-policy contextual bandit dataset and a set of Lipschitz risk functionals of interest, outputs
for each risk functional an estimate of its value and a confidence bound. The algorithm first uses a
valid CDF estimator, e.g., the clipped IS estimator (2) or monotonized DR estimator (7), to form F̂

with sup-norm error ε. OPRA then evaluates each Lp-Lipschitz risk functional ρp on F̂ to obtain ρ̂p,
along with its upper and lower confidence bound ρ̂p ± Lpε.

Algorithm 1: Off-Policy Risk Assessment (OPRA)

Input: Dataset D, policy π, probability δ, models G, Lipschitz risk functionals {ρp}Pp=1 with
Lipschitz constants {Lp}Pp=1.

1 Estimate the CDF using a valid CDF estimator F̂ ;
2 Compute the corresponding CDF estimation error ε such that P(‖F − F̂‖∞ < ε) ≥ 1− δ;
3 for p = 1 . . . P do
4 Estimate ρ̂p = ρp(F̂ );
5 end

Output: Estimates with errors {ρ̂p ± Lpε}Pp=1.

OPRA can be used to obtain a full risk assessment of any given policy, using the input Lipschitz
risk functionals of interest, which can include the popularly used mean, variance, and CVaR. As
demonstrated in Theorem 6.1, the error guarantee on the risk estimators holds simultaneously for
all P risk functionals with probability at least 1 − δ. Importantly, OPRA also demonstrates the
computational efficiency of the distribution-centric risk estimation approach proposed in this paper.
For a given π, the CDF only needs to be estimated once, and can be used repetitively to estimate the
value of the risk functionals. Further, the error of the risk estimators are determined by the known
error of the CDF estimator, multiplied by the known Lipschitz constants.

7 Empirical Studies

In this section, we give empirical evidence for the effectiveness of the doubly robust (DR) CDF and
risk estimates, in comparison to the importance sampling (IS), weighted importance sampling (WIS),
and direct method (DM) estimates. Further, we demonstrate the convergence of the CDF and risk
estimation error in terms of the number of samples. In our experiments, the relevant baselines are
the IS and WIS CDF estimators with plugin risk estimates, both of which were contemporaneously
proposed by [9], which are the only existing off-policy estimators for general risks. In most of our
experiments, the DR CDF and risk estimates exhibit reduced variance compared to the baselines, a
possibility suggested by our theoretical results.

7.1 UCI Datasets

Setup. Following [20, 19, 57], we obtain our off-policy contextual bandit datasets by transforming
classification datasets. The contexts are the provided features, and the actions correspond to the
possible class labels. To obtain the evaluation policy π, we use the output probabilities of a trained
logistic regression classifier. The behavior policy is defined as β = απ + (1− α)πUNIF, where πUNIF
is a uniform policy over the actions, for some α ∈ (0, 1]. We apply this process to the PageBlocks
and OptDigits datasets [18], which have dimensions d and actions k using α = 0.1 (Figure 1). When
models G are used (for DM, DR estimators), as in [20], the dataset is divided into two splits, with
each of the two splits used to calculate G via regression, which is then used with the other split to
calculate the estimator. The two results are averaged to produce the final estimators. We provide
further details and extensive evaluations in Appendix F.
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Figure 1: The error of the CDF estimators as a function of sample size n, for (left) the PageBlocks
dataset and (right) the OptDigits dataset. Shaded area is the 95% quantile over 500 runs.
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Figure 2: Estimated mean, CVaR0.5, and variance for the OptDigits dataset, compared to their true
values (black). Shaded area is the standard deviation over 500 runs.

CDF Estimation. We evaluate the error ‖F − F̂‖∞ of our CDF estimators against sample size for
two UCI datasets (Figure 1). The IS and DR exhibit the expected O (1/

√
n) rate of convergence

in error previously derived in Theorems 5.1 and 5.2, respectively. We note that the WIS estimator,
while biased, performs as well as the IS estimator if not better. In the PageBlocks dataset (Figure 1,
left), the regression model for G is relatively well-specified as exemplified by the relatively low error
of the DM estimator, though it has high variance for low samples sizes. The DR estimator leverages
this model to outperform all other estimators for all sample sizes, without suffering the drawbacks
of the DM estimator. It takes an order of magnitude less data to reach the same error compared to
the IS and WIS estimators. In contrast, the regression model is less well-specified in the OptDigits
dataset for lower sample sizes (Figure 1, right), and consequently, the DR estimator cannot perform
as well as the IS and WIS estimators for small n. However, this trend reverses as data increases and
the model improves, with the DR estimator outperforming the importance sampling estimators.

Risk Functional Estimation. Figure 2 shows the mean, variance, and CVaR0.5 estimates, which are
obtained by evaluating each risk functional on the CDF estimators for the OptDigits dataset. Here, the
estimates are plotted against the true value (dashed line) to make the variance reduction effect of the
DR estimators more apparent. The DM estimator, which appeared to have competitive performance
in the CDF error plot, has relatively high risk estimate error, which occurs because the DM CDF may
be poorly approximated in areas that are important for risk functional estimation. The IS, WIS, and
DR risk estimates converge quickly to the true value as n increases, and as expected, their relative
behavior echoes the trends in Figure 1 as a consequence of our distributional approach. The DR
estimator has slightly worse performance for small samples sizes due to the poor specification of the
model, but soon exhibits the desired variance reduction for n > 1000.

Comparison to Other Risk Estimators. One natural question to ask is how OPRA risk estimates,
which can be generated for many risk functionals simultaneously, compare to existing estimators for
individual risk functionals. To the best of our knowledge, of the risk functionals described in this
paper, previous work has only derived off-policy estimators for the mean and variance.

[20] establishes IS and DR estimators for the mean, and [10] proposes an IS estimator for the
variance. We compare these risk estimates to OPRA in Table 1, using the Pageblocks dataset of
Figure 1 at select sample sizes n. We note that while a number of enhancements have been proposed
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for off-policy mean estimator, e.g., clipping importance weights [57], we compare only to analogous
estimators. In general, the OPRA DR estimates outperform all other estimators. The OPRA DR
estimate of the mean have the same error as the DR mean estimator from [20], and OPRA IS
estimates of both mean and variance have lower MSE than existing IS mean and variance estimators.

Mean Variance

IS [20] OPRA IS DR [20] OPRA DR IS [10] OPRA IS DR OPRA DR

n = 100 7.5e-3 4.4e-3 1.6e-3 1.6e-3 5.0e-5 0.7e-5 N/A 0.6e-5
n = 924 7.5e-4 4.7e-4 2.3e-4 2.3e-4 4.0e-6 0.7e-6 N/A 0.7e-6
n = 5472 12.5e-5 7.1e-5 3.4e-5 3.4e-5 5.4e-7 0.9e-7 N/A 1.1e-7
Table 1: Comparison of mean squared error (MSE) for OPRA versus existing off-policy estimators of
the mean and variance on the Pageblocks dataset (averaged over 1000 repetitions).

7.2 Application: Diabetes Treatment

To demonstrate the efficacy of our method in more complex applications, we use OPRA to evaluate
the risks of a target policy for diabetes treatment in the Simglucose simulator [59]. In Simglucose,
the agent must control insulin bolus injections given to a type 1 diabetes patient, and the state is a
continuous vector consisting of the patient’s blood glucose levels and the carbohydrate intake from
the last meal. The agent receives a reward according to whether the patient’s blood glucose levels are
within acceptable limits or not. If the patient’s blood glucose exceeds 180 (indicating hyperglycemia),
the agent receives a reward of −1. If it falls under 70 (indicating hypoglycemia), the agent receives a
reward of −2. Otherwise, the agent receives a reward of +1.

Correspondingly, we define the target policy π to be the built-in controller for the patient, and estimate
the CDF, mean reward, and CVaR0.05 of π, with results shown in Figure 3. The DR estimator has
lower error for CDF and risk estimation compared to all baseline estimators, reinforcing our findings
on the UCI data.
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Figure 3: CDF and risk estimation error of OPRA in Simglucose (averaged over 100 repetitions).

8 Conclusion

This paper introduces a CDF-centric method for high confidence off-policy estimation of risk
functionals, and the first doubly robust CDF estimator. From a theoretical point of view, we provide
the first finite-sample concentration inequalities and confidence intervals for a variety of CDF and
risk estimators, which are widely applicable in distributional RL settings [13, 28]. From a practical
standpoint, our method can be used to comprehensively evaluate the behavior of a target policy before
deployment under a wide range of risk functionals. Our work suggests several directions for future
work. First, our uniform concentration bound for the doubly robust CDF estimator might be improve
by incorporating its variance. Second, our heuristics for transforming CDF estimators into valid
cumulative distribution functions (through a monotone transformation and clipping), could likely
be improved. Finally, our work suggests a natural question: can concentration inequalities for risk
functional estimators be derived if and only if they are Lipschitz, in some general sense?
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A Appendix for Risk Functionals (Section 4)

A.1 Review of Risk Functionals

In Section 4.1 we introduced several classes of risk functionals and popular examples of each class.
We now provide a formal axiomatic definition for classes of risk functionals, and begin by enumerating
a set of prominent axioms used to describe risk functionals in the current literature [3, 42]. Classes of
risk functionals are defined by the axioms that they satisfy, and one can define a class by choosing
the subset best suited to the problem at hand.
Definition A.1 (Axioms of Risk Functionals). Consider a pair of random variables Z and Z ′ and a
risk functional ρ. We have the following axioms:

1. Monotonicity: ρ(Z) ≤ ρ(Z ′) whenever Z ≤ Z ′.

2. Subadditivity: ρ(Z + Z ′) ≤ ρ(Z) + ρ(Z ′).

3. Additivity: ρ(Z+Z ′) = ρ(Z) +ρ(Z ′) if Z and Z ′ are co-monotonic random variables (i.e.,
there exists a random variable Y and weakly increasing functions f, g such that Z = f(Y )
and Z ′ = g(Y )).

4. Translation invariance: ρ(Z + c) = ρ(Z) + c,∀c ∈ R.

5. Positive homogeneity: ρ(tZ) = tρ(Z) for t > 0.

6. Bounded above by the maximum cost, i.e., ρ(Z) ≤ max(Z).

7. Bounded below by the mean cost, i.e., ρ(Z) ≥ E[Z].

Coherent Risk Functionals. The set of risk functionals that satisfy monotonicity (Axiom 1),
subadditivity (Axiom 2), translation invariance (Axiom 4), and positive homogeneity (Axiom 5),
constitute the class of coherent risk functionals [3, 15]. Further, if a law-invariant coherent risk
functional additionally satisfies Additivity (Axiom 3), it is said to be a spectral risk functional [26, 1].

Distorted Risk Functionals. Distorted risk functionals have many desirable theoretical properties.
They are translation invariant (Axiom 4) and positive homogeneous (Axiom 5), and are defined
utilizing (Axiom 6) and (Axiom 7) [58]. They satisfy Axiom 7 if and only if g(s) ≥ s ∀s ∈
[0, 1] [58], and are subadditive (Axiom 2) if and only if g is concave, which preserves second order
stochastic dominance [55]. In addition, all distorted risk functionals preserve stochastic first order
dominance [58].

CPT-Inspired Risk Functionals. In general, due to the separate consideration of losses and gains,
the CPT-inspired risk functional may not satisfy any of the above axioms. However, additional
assumptions on the distortions g+ and g− may allow certain axioms to be satisfied. For example, if
the random variable has nonnegative support and the threshold c is set to be 0 so that only gains are
observed, and g+ is additionally increasing, we recover the distorted risk functionals with axioms
specified above. If g+ is additionally concave, then we recover the coherent risk functionals.

A.2 Proofs for Risk Functionals

Proof of Lemma 4.1.

|ρ (FZ)− ρ (FZ′) | =

∣∣∣∣∣
∫ D

0

g (1− FZ(t))− g (1− FZ′(t)) dt

∣∣∣∣∣
≤
∫ D

0

|g (1− FZ(t))− g (1− FZ′(t))| dt

≤
∫ D

0

L

D
|FZ′(t)− FZ(t)| dt

≤ Lmax
t
|FZ(t)− FZ′(t)| ,

where the second to last step uses the L/D-Lipschitzness of ρ.
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Proof of Lemma 4.2. Using the definition of the CDF, note that on the bounded support of [0, D] the
CPT functional can be rewritten as

ρ(FZ) =

∫ D

0

g+
(
PZ
(
u+(Z) > t

))
dt−

∫ D

0

g−
(
PZ
(
u−(Z) > t

))
dt.

Then,

|ρ(Z)− ρ(Z ′)| =
∣∣∣ ∫ D

0

g+
(
PZ
(
u+(Z) > t

))
dt−

∫ D

0

g−
(
PZ
(
u−(Z) > t

))
dt

−
∫ D

0

g+
(
PZ′

(
u+(Z ′) > t

))
dt−

∫ D

0

g−
(
PZ′

(
u−(Z ′) > t

))
dt
∣∣∣

≤

∣∣∣∣∣
∫ D

0

g+
(
PZ
(
u+(Z) > t

))
dt−

∫ D

0

g+
(
PZ′

(
u+(Z ′) > t

))
dt

∣∣∣∣∣
+

∣∣∣∣∣
∫ D

0

g−
(
PZ
(
u−(Z) > t

))
dt−

∫ D

0

g−
(
PZ′

(
u−(Z ′) > t

))
dt

∣∣∣∣∣
≤ L

D

∫ D

0

∣∣PZ (u+(Z) > t
)
− PZ′

(
u+(Z ′) > t

)∣∣ dt
+
L

D

∫ D

0

∣∣PZ (u−(Z) > t
)
− PZ′

(
u−(Z ′) > t

)∣∣ dt
≤ L

D

∫ D

0

|PZ (Z > t)− PZ′ (Z ′ > t)| dt

+
L

D

∫ D

0

|PZ (Z > t)− PZ′ (Z ′ > t)| dt

= 2
L

D

∫ D

0

|FZ′(t)− FZ(t)| dt

≤ 2Lmax
t
|FZ(t)− FZ′(t)|

Proof of Lemma 4.3. For the variance of any random variable Z with bounded support [0, D], we
have

V(Z) = E(Z2)− E(Z)2.

Note that by the definition of expectation,

E(Z2) =

∫ D2

t2=0

1− FZ2(t2)dt2

Then using dt2 = 2tdt and the fact that P(Z2 ≥ t2) = P(Z ≥ t) since t is nonnegative, with this
change of variables we have

E(Z2) = 2

∫ D

t=0

t (1− FZ(t)) dt.

This gives us the following expression for variance:

V(Z) = 2

∫ D

0

t(1− FZ(t))dt−

(∫ D

0

(1− FZ(t))dt

)2
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Next, consider a pair of random variables Z and Z ′ with FZ and FZ′ as their CDF respectively.
Therefore,

|V(Z)− V(Z ′)| ≤

∣∣∣∣∣2
∫ D

0

t(FZ(t)− FZ′(t))dt

∣∣∣∣∣+

∣∣∣∣∣∣
(∫ D

0

(1− FZ(t))dt

)2

−

(∫ D

0

(1− FZ′(t))dt

)2
∣∣∣∣∣∣

≤ D2‖FZ(t)− FZ′‖∞ +

∣∣∣∣∣
∫ D

0

(FZ(t)− FZ′(t))dt

∣∣∣∣∣
∣∣∣∣∣
∫ D

0

(1− FZ(t))dt+

∫ D

0

(1− FZ′(t))dt

∣∣∣∣∣
≤ D2‖FZ(t)− FZ′‖∞ + 2D

∣∣∣∣∣
∫ D

0

(FZ(t)− FZ′(t))dt

∣∣∣∣∣
≤ D2‖FZ(t)− FZ′‖∞ + 2D2‖FZ(t)− FZ′‖∞
= 3D2‖FZ − FZ′‖∞

Proof of Lemma 4.4. The proof of this lemma follows directly from the definition of Lipschitzness:∣∣∣∣∣
K∑
k=1

λkρk(Z)−
K∑
k=1

λkρk(Z ′)

∣∣∣∣∣ ≤
K∑
k=1

λk |ρk(Z)− ρk(Z ′)|

≤ ‖FZ − FZ′‖∞
K∑
k=1

λkLk.
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B Proofs for Importance Sampling Estimators (Section 5.1)

B.1 Proof: Bias and Variance of IS CDF Estimate

Proof of Lemma 5.1. We take the expectation of the IS estimator (1) with respect to Pβ . Then for
any t ∈ R,

EPβ [F̂IS(t)] = EPβ

[
1

n

n∑
i=1

w(Ai, Xi)1{Ri≤t}

]

= EPβ

[
EPβ

[
π(A|X)

β(A|X)
EPβ

[
1{R≤t}|X,A

]]]
= EP

[
w(A,X)1{R≤t}

]
= F (t).

Recall that G(t;X,A) = E[1{R≤t}|X,A}]. The variance of the IS estimator is derived using:

VPβ

[
F̂IS(t)

]
=

1

n
VPβ

[
w(A,X)1{R≤t}

]
=

1

n
EPβ

[
w(A,X)2VPβ

[
1{R≤t}|A,X

]]
+

1

n
VPβ

[
w(A,X)EPβ

[
1{R≤t}|A,X

]]
=

1

n
EPβ

[
w(A,X)2σ2(t;X,A)

]
+

1

n
VPβ [w(A,X)G(t;X,A)]

=
1

n
EPβ

[
w(A,X)2σ2(t;X,A)

]
+

1

n
VPβ

[
EPβ [w(A,X)G(t;X,A)|X]

]
+

1

n
EPβ

[
VPβ [w(A,X)G(t;X,A)|X]

]
where the second equality uses the law of total variance conditioned on actions A and contexts X ,
and the third equality uses the definitions of σ2 and G. The last equality is another application of the
law of total variance conditioning on the context X .

B.2 Proof: Error Bound of IS CDF Estimate

Proof Theorem 5.1. Define the following function class:

F(n) :=
{
f(r) := %

1

n
1{r≤t} : ∀t ∈ R;∀r ∈ Q, % ∈ {−1,+1}

}
Note that this is a countable set. Using this definition, we have

sup
t∈R

∣∣∣F̂IS(t)− F (t)
∣∣∣ = sup

f∈F(n)

∣∣∣∣∣
(

n∑
i

(
w(Ai, Xi)f(Ri)− EPβ [w(Ai, Xi)f(Ri)]

))∣∣∣∣∣
Using this equality, for λ > 0, we have:

EPβ

[
exp

(
λ sup
t∈R

∣∣∣F̂IS(t)− F (t)
∣∣∣)]

= EPβ

[
exp

(
λ sup
f∈F(n)

∣∣∣∣∣
(

n∑
i

(
w(Ai, Xi)f(Ri)− EPβ [w(Ai, Xi)f(Ri)]

))∣∣∣∣∣
)]

= EPβ

[
exp

(
λ sup
f∈F(n)

∣∣∣∣∣
(
EPβ

[
n∑
i

(w(Ai, Xi)f(Ri)− w(X ′i, A
′
i)f(R′i))

∣∣∣{Xi, Ai, Ri}ni

])∣∣∣∣∣
)]

≤ EPβ

[
exp

(
λ sup
f∈F(n)

∣∣∣∣∣EPβ

[(
n∑
i

(w(Ai, Xi)f(Ri)− w(X ′i, A
′
i)f(R′i))

∣∣∣{Xi, Ai, Ri}ni

])∣∣∣∣∣
)]

≤ EPβ

[
exp

(
λEPβ

[
sup
f∈F(n)

∣∣∣∣∣
(

n∑
i

(w(Ai, Xi)f(Ri)− w(X ′i, A
′
i)f(R′i))

∣∣∣{Xi, Ai, Ri}ni

])∣∣∣∣∣
)]
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≤ EPβ

[
exp

(
λ sup
f∈F(n)

∣∣∣∣∣
(

n∑
i

(w(Ai, Xi)f(Ri)− w(X ′i, A
′
i)f(R′i))

)∣∣∣∣∣
)]

= EPβ ,R

[
exp

(
λ sup
f∈F(n)

∣∣∣∣∣
(

n∑
i

ξi(w(Ai, Xi)f(Ri)− w(X ′i, A
′
i)f(R′i))

)∣∣∣∣∣
)]

≤ EPβ ,R

[
exp

(
2λ sup

f∈F(n)

∣∣∣∣∣
(

n∑
i

ξiw(Ai, Xi)f(Ri)

)∣∣∣∣∣
)]

= EPβ ,R

[
sup
f∈F(n)

exp

(
2λ

∣∣∣∣∣
(

n∑
i

ξiw(Ai, Xi)f(Ri)

)∣∣∣∣∣
)]

with R a Rademacher measure on a set of Rademacher random variable {ξi} a Rademacher random
variable.

Next, permute the indices i such that R1 ≤ . . . Ri . . . ≤ Rn. Consider a function f(r) = 1
n%1{r≤t}.

For such a function,
∑n
i ξiw(Ai, Xi)f(Ri) is equal to

• 0 if t < mini{Ri}ni ,

• 1
n%
∑j
i w(Ai, Xi)ξi when Rj ≤ t < Rj+1 for a j ∈ {1, . . . , n− 1},

• 1
n%
∑n
i w(Ai, Xi)ξi otherwise.

Then,

sup
f∈F(n)

exp

(
2λ

∣∣∣∣∣
(

n∑
i

ξiw(Ai, Xi)f(Ri)

)∣∣∣∣∣
)

= max
%,j

exp

(
2λ

n
%

j∑
i

w(Ai, Xi)ξi

)

= max
j

(
exp

(
2λ

n

j∑
i

w(Ai, Xi)ξi

)
1{

∑j
i w(Ai,Xi)ξi≥0}

+ exp

(
−2λ

n

j∑
i

w(Ai, Xi)ξi

)
1{

∑j
i w(Ai,Xi)ξi<0}

)
= max

j

(
exp

(
2λ

n

j∑
i

w(Ai, Xi)ξi

)
1{

∑j
i w(Ai,Xi)ξi≥0}

)

+ max
j

(
exp

(
−2λ

n

j∑
i

w(Ai, Xi)ξi

)
1{

∑j
i w(Ai,Xi)ξi<0}

)

Which gives us the inequality

EPβ

[
exp

(
λ sup
t∈R

∣∣∣F̂IS(t)− F (t)
∣∣∣)] ≤ 2EPβ ,R

[
max
j

exp

(
2λ

n

j∑
i

w(Ai, Xi)ξi

)
1{

∑j
i w(Ai,Xi)ξi≥0}

]
(9)

Now we are left to bound the right hand side of (9). Using Lemma B.1, for the right hand side of the
(9) we have,

EPβ ,R

[
exp

(
2λ

n
max
j

j∑
i

w(Ai, Xi)ξi

)
1{maxj

∑j
i w(Ai,Xi)ξi≥0}

]
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= Pβ{max
j

2λ

n

j∑
i

w(Ai, Xi)ξi ≥ 0}

+ λ

∫ ∞
0

exp(λt)P{max
j

2λ

n

j∑
i

w(Ai, Xi)ξi ≥ t}dt

≤ Pβ{max
j

2λ

n

j∑
i

w(Ai, Xi)ξi ≥ 0}

+ 2λ

∫ ∞
0

exp(λt)P{2λ

n

∑
i

w(Ai, Xi)ξi ≥ t}dt (10)

Note that similarly we have,

EPβ ,R

[
exp

(
2λ

n

∑
i

w(Ai, Xi)ξi

)
1{

∑
i w(Ai,Xi)ξi≥0}

]

=Pβ{
2λ

n

∑
i

w(Ai, Xi)ξi ≥ 0}+ λ

∫ ∞
0

exp(λt)P{2λ

n

∑
i

w(Ai, Xi)ξi ≥ t}dt (11)

Putting these two statements, i.e., (10), and (11) together, and applying the result of Lemma B.2, we
have,

EPβ ,R

[
exp

(
max
j

2λ

n

j∑
i

w(Ai, Xi)ξi

)
1{

∑j
i w(Ai,Xi)ξi≥0}

]

≤ Pβ{max
j

2λ

n

j∑
i

w(Ai, Xi)ξi ≥ 0}

+ 2EPβ ,R

[
exp

(
2λ

n

∑
i

w(Ai, Xi)ξi

)
1{

∑
i w(Ai,Xi)ξi≥0}

]

− 2Pβ{
2λ

n

∑
i

w(Ai, Xi)ξi ≥ 0}

≤ 2EPβ ,R

[
exp

(
2λ

n

∑
i

w(Ai, Xi)ξi

)
1{

∑
i w(Ai,Xi)ξi≥0}

]

≤ 2EPβ ,R

[
exp

(
2λ

n

∑
i

w(Ai, Xi)ξi

)]

Note that 2
nw(Ai, Xi)ξi is a mean zero random variable with values in [− 2

nwmax,
2
nwmax]. Therefore,

it is a sub-Gaussian random variable with sub-Gaussian constant as
(
2
n

)2
w2

max. Using this, we have,
2
n

∑
i w(Ai, Xi)ξi is 4

nw
2
max sub-Gaussian random variable. Therefore, we have,

EPβ ,R

[
exp

(
max
j

2λ

n

j∑
i

w(Ai, Xi)ξi

)
1{

∑j
i w(Ai,Xi)ξi≥0}

]
≤ 2EPβ ,R

[
exp

(
2λ

n

∑
i

w(Ai, Xi)ξi

)]

≤ 2 exp

(
λ2

2

n
w2

max

)
Putting this with the (9), we have
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EPβ

[
exp

(
λ sup
t∈R

∣∣∣F̂IS(t)− F (t)
∣∣∣)] ≤ 2EPβ ,R

[
exp

(
max
j

2λ

n

j∑
i

w(Ai, Xi)ξi

)
1{

∑j
i w(Ai,Xi)ξi≥0}

]

≤ 4 exp

(
λ2

2

n
w2

max

)
Using Markov inequality we have

Pβ
(

sup
t∈R

∣∣∣F̂IS(t)− F (t)
∣∣∣ ≥ ε) = Pβ

(
exp

(
λ sup
t∈R

∣∣∣F̂IS(t)− F (t)
∣∣∣) ≥ exp(λε)

)
≤ 4 exp

(
λ2

2

n
w2

max

)
exp(−λε)

= 4 exp

(
λ2

2

n
w2

max − λε
)

This holds for any choice of λ > 0, resulting in

Pβ
(

sup
t∈R

∣∣∣F̂IS(t)− F (t)
∣∣∣ ≥ ε) ≤ inf

λ>0
4 exp

(
λ2

2

n
w2

max − λε
)

= 4 exp

(
−nε2

8w2
max

)
Using this, we have

Pβ

(
sup
t∈R

∣∣∣F̂IS(t)− F (t)
∣∣∣ ≤√8w2

max

n
log

(
4

δ

))
≥ 1− δ.

Bernstein style: To bound this EPβ ,R
[
exp

(
2λ
n

∑
i w(Ai, Xi)ξi

)]
now we use Bernstein’s. As

discussed, the random variable w(Ai, Xi)ξi is in [−wmax, wmax]. However, if we look at its variance,
we have EPβ ,R

[
w(Ai, Xi)

2ξ2i
]

= EPβ ,R
[
w(Ai, Xi)

2
]

which is the second order Rényi divergence
w2. Therefore, for 0 < λ < n

2wmax
, we have

EPβ ,R

[
exp

(
2λ

n

∑
i

w(Ai, Xi)ξi

)]
=
∏
i

EPβ ,R

[
exp

(
2λ

n
w(Ai, Xi)ξi

)]

≤
∏
i

exp

(
λ2 4w2

n2

2
(
1− λ 2

nwmax

))

= exp

(
nλ2 4w2

n2

2
(
1− λ 2

nwmax

))

Using the Markov inequality, we have,

Pβ
(

sup
t∈R

∣∣∣F̂IS(t)− F (t)
∣∣∣ ≥ ε) = 4 exp

(
nλ2 4w2

n2

2
(
1− λ 2

nwmax

) − λε)
Setting λ = ε

2wmaxε
n +n

4w2
n2

, we have,

Pβ
(

sup
t∈R

∣∣∣F̂IS(t)− F (t)
∣∣∣ ≥ ε) ≤ 4 exp

(
−ε2

2
(
2
nwmaxε+ n 4w2

n2

))
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= 4 exp

(
−nε2

4wmaxε+ 8w2

)
which results in,

Pβ

sup
t∈R

∣∣∣F̂IS(t)− F (t)
∣∣∣ ≤ 4wmax log( 4

δ )

n
+ 2

√
2w2 log( 4

δ )

n

 ≥ 1− δ.

Finally, we note that since supt |F̂IS-clip(t)− F (t)| ≤ supt |F̂IS(t)− F (t)|, the above results for F̂IS

also hold for F̂IS-clip.

Auxiliary Lemmas

Lemma B.1. For any random variable X , with probability measure P, we have

E
[
exp(λX)1{X≥0}

]
= P{X ≥ 0}+ λ

∫ ∞
0

exp(λt)P{X ≥ t}dt.

Proof. for any random variable X , with probability measure P, we have

E
[
exp(λX)1{X≥0}

]
= E

[(
exp(0) +

∫ X

0

λ exp(λt)dt

)
1{X≥0}

]

= E
[
1{X≥0} exp(0)

]
+ E

[
1{X≥0}λ

∫ X

0

exp(λt)1{X≥0}dt

]

= P{X ≥ 0}+ E

[
λ

∫ X

0

exp(λt)1{X≥0}dt

]

= P{X ≥ 0}+ λ

∫ ∞
0

exp(λt)P{X ≥ t}dt. (12)

Lemma B.2. For γ > 0, we have,

Pβ

[
max
j

j∑
i

w(Ai, Xi)ξi ≥ γ

]
≤ 2Pβ

[
n∑
i

w(Ai, Xi)ξi ≥ γ

]
(13)

Proof. Consider events Ej := {
∑j
i w(Ai, Xi)ξi ≥ γ,

∑l
i w(Ai, Xi)ξi < γ,∀l < j} with E0 := ∅.

Using these definitions, we have,

{max
j

j∑
i

w(Ai, Xi)ξi ≥ γ} ⊂
⋃
j

Ej

Also,

⋃
j

Ej⋂{∑
i>j

w(Ai, Xi)ξi ≥ 0}

 ⊂ {∑
i

w(Ai, Xi)ξi ≥ γ}

Also note that

Pβ

∑
i>j

w(Ai, Xi)ξi ≥ 0

 ≥ 1

2
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since this quantity is mean zero and symmetric. Also note that the event
∑
i>j w(Ai, Xi)ξi is

independent of Ej .

Using these, we have,

Pβ

Ej⋂{∑
i>j

w(Ai, Xi)ξi ≥ 0}

 = Pβ [Ej ]Pβ

{∑
i>j

w(Ai, Xi)ξi ≥ 0}

 ≥ Pβ [Ej ]

2

As a result we have,

Pβ

[∑
i

w(Ai, Xi)ξi ≥ γ

]
≥ Pβ

⋃
j

Ej⋂{∑
i>j

w(Ai, Xi)ξi ≥ 0}


=
∑
j

Pβ

Ej⋂{∑
i>j

w(Ai, Xi)ξi ≥ 0}


≥
∑
j

Pβ [Ej ]

2

≥
Pβ
[
{maxj

∑j
i w(Ai, Xi)ξi ≥ γ}

]
2

which concludes the statement.
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C Proofs for Doubly Robust Estimators (Section 5.3)

C.1 Proof: Bias and Variance of DR CDF Estimate

Proof of Lemma 5.2. The expectation of the DR estimator (22) is as follows:

EPβ

[
F̂DR(t)

]
= EPβ

[
w(A,X)1{R≤t}

]
+ EPβ

[
G(t;X,π)− w(A,X)G(t;X,A)

]
= F (t) + EPβ

[
G(t;X,π)− EPβ [w(A,X)G(t;X,A)|X]

]
= F (t) + EPβ

[
G(t;X,π)−G(t;X,π)

]
= F (t).

Next, we derive the variance.

VPβ

[
F̂DR(t)

]
=

1

n
VPβ

[
w(A,X)

(
1{R≤t} −G(t;X,A)

)
+G(t;X,π)

]
=

1

n
EPβ

[
w(A,X)2σ2(t;X,A)

]
+

1

n
VPβ

[
w(A,X)

(
G(t;X,A)−G(t;X,A)

)
+G(t;X,π)

]
=

1

n
EPβ

[
w(A,X)2σ2(t;X,A)

]
+

1

n
VPβ

[
EPβ [w(A,X)G(t;X,A)|X]

]
+

1

n
EPβ

[
VPβ

[
w(A,X)

(
G(t;X,A)−G(t;X,A)

)
|X
]]

The first equality follows from applying the law of total variance, noting that the variance
VPβ

[
G(t;X,A)|X,A

]
= 0, and using the definitions of G and σ2. The second equality again

applies the law of total variance.

C.2 Proof: Error Bound of DR CDF Estimate

Proof of Theorem 5.2. Recall that the DR estimator F̂DR(t) is defined as

F̂DR(t) =
1

n

n∑
i=1

w(ai, xi)
(
1{ri≤t} −G(t;xi, ai)

)
+G(t;xi, π)

where G(t;x, π) = EA∼π
[
G(t;x,A)

]
. We can decompose the error of the DR estimator as:

EPβ

[
sup
t
|F̂DR(t)− F (t)|

]
= EPβ

[
sup
t

∣∣∣∣∣
(

1

n

n∑
i=1

w(Ai, Xi)
(
1{Ri≤t} −G(t;Xi, Ai)

)
+G(t;Xi, π)

)
− F (t)

∣∣∣∣∣
]

≤ EPβ

[
sup
t

(∣∣∣∣∣ 1n
n∑
i=1

w(Ai, Xi)1{Ri≤t} − F (t)

∣∣∣∣∣+

∣∣∣∣∣ 1n
n∑
i=1

G(t;Xi, π)− w(Ai, Xi)G(t;Xi, Ai)

∣∣∣∣∣
)]

≤ EPβ

[
sup
t

∣∣∣∣∣ 1n
n∑
i=1

w(Ai, Xi)1{Ri≤t} − F (t)

∣∣∣∣∣+ sup
t

∣∣∣∣∣ 1n
n∑
i=1

G(t;Xi, π)− w(Ai, Xi)G(t;Xi, Ai)

∣∣∣∣∣
]
.

We have already bounded the first term in Theorem 5.1, and Lemma C.1 bounds the second term.
Then in total, we have

Pβ

sup
t

∣∣∣F̂DR(t)− F (t)
∣∣∣ ≥√8w2

max

n
log

(
4

δ

)
+

√
32w2

max

n
log

(2n)1/2

wmaxδ

 ≤ 2δ

Simplifying,

Pβ

(
sup
t

∣∣∣F̂DR(t)− F (t)
∣∣∣ ≥

√
72w2

max

n
log

(
4n1/2

δ

))
≤ 2δ (14)
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which gives us our error bound for the DR estimator F̂DR.

As mentioned previously, however, F̂DR may not be monotone, and in practice we must use a
monotone transformation of the estimator. Consider a monotone transformationM of F̂DR that is a
simple accumulation function, e.g. ∀t,

M
(
F̂DR(t)

)
= max

t′≤t
F̂DR(t′)

Now we want to bound the error between the monotonized estimateM
(
F̂DR(t)

)
and F . Using

our error bound in (14), let ε =

√
72w2

max

n log
(

8n1/2

δ

)
. Then with probability at least 1− δ, for all

t ∈ R,
max
t
|F̂DR(t)− F (t)| ≤ ε.

On this event, ∀t there exists some t′ ≤ t for which

max
t′≤t

F̂DR(t′)− F (t) = F̂DR(t′)− F (t)

Using the fact that F is monotone thus F (t′) ≤ F (t), when F̂DR(t′) ≥ F (t) we have

F̂DR(t′)− F (t) ≤ F̂DR(t′)− F (t′) ≤ ε

Similarly, when F̂DR(t′) ≤ F (t),

F (t)− F̂DR(t′) ≤ F (t)− F̂DR(t) ≤ ε

Putting these two inequalities together, we have

max
t

∣∣∣M(
F̂DR

)
(t)− F (t)

∣∣∣ ≤ ε.
The theorem statement, which applies to the clipped monotone transformation, follows from the fact
that

max
t

∣∣∣min
{
M
(
F̂DR

)
(t), 1

}
− F (t)

∣∣∣ ≤ max
t

∣∣∣M(
F̂DR

)
(t)− F (t)

∣∣∣ .
Lemma C.1. LetG(t;x, a) be a valid conditional CDF for all x ∈ X , a ∈ A, and letw : A×X → R
be the importance sampling weights. Then for δ ∈ (0, 1],

Pβ

sup
t

∣∣∣∣∣ 1n
n∑
i=1

G(t;Xi, π)− 1

n

n∑
i=1

w(Ai, Xi)G(t;Xi, Ai)

∣∣∣∣∣ ≥
√

32w2
max

n
log

(2n)1/2

wmaxδ

 ≤ δ.
where G(t;x, π) = EP[G(t;x,A)|x].

Proof. Since G is a valid CDF, we apply Lemma C.2 to G. Consider a function of the form

ζ(t; s1, ..., sm) =
1

m

m∑
j=1

1{si≤t}

The function ζ can be seen as a stepwise CDF function, where each step is 1/m and occurs at points
{sj}mj=1.

Lemma C.2 approximates G using such 1/m-stepwise CDFs. For each context x and action a, let
s1x,a, ..., s

m
x,a ∈ Qm be the points chosen according to the deterministic procedure in Lemma C.2,

such that the following inequality holds:

sup
t

∣∣G(t;x, a)− ζ
(
t; {sjx,a}mj=1

)∣∣ ≤ 1

2m
. (15)
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Next, consider the class of functions

G(m) :=
{
ζ(s1, ..., sm) :=

1

m
%

m∑
j=1

1{sj≤t} : ∀t ∈ R, % ∈ {−1,+1}; {sj}mj=1 ∈ Qm
}

G(m) :=
{
ζ(·; s1, ..., sm) : R→ [0, 1] :=

1

m
%

m∑
j=1

1{sj≤t} : % ∈ {−1,+1}; {sj}mj=1 ∈ Qm
}

Note that, ζ is a subset of the function class G(m), e.g. ζ
(
t; {sjx,a}mj=1

)
∈ G(m).

Then our problem becomes

sup
t

∣∣∣∣∣ 1n
n∑
i=1

w(Ai, Xi)G(t;Xi, Ai)−
1

n

n∑
i=1

G(t;Xi, π)

∣∣∣∣∣
= sup

t

∣∣∣∣∣ 1n
n∑
i=1

w(Ai, Xi)G(t;Xi, Ai)−
1

n

n∑
i=1

EP
[
G(t;Xi, A)|Xi

]∣∣∣∣∣
= sup

t

∣∣∣∣∣ 1n
n∑
i=1

w(Ai, Xi)G(t;Xi, Ai)−
1

n

n∑
i=1

EPβ
[
w(Xi, A)G(t;Xi, A)|Xi

]∣∣∣∣∣
≤ sup

t

∣∣∣∣∣ 1n
n∑
i=1

w(Ai, Xi)ζ
(
t; {sjXi,Ai}

m
j=1

)
− 1

n

n∑
i=1

EPβ

[
w(A,Xi)ζ

(
t; {sjXi,A}

m
j=1

) ∣∣∣Xi

]∣∣∣∣∣+
1

m

≤ sup
ζ∈G(m)

∣∣∣∣∣ 1n
n∑
i=1

w(Ai, Xi)ζ({sjXi,Ai}
m
j=1)− 1

n

n∑
i=1

EPβ

[
w(A,Xi)ζ({sjXi,A}

m
j=1)

∣∣∣Xi

]∣∣∣∣∣+
1

m

where the second line uses the definition of G(t;Xi, π), the third line uses a change of measure
through the importance sampling weight w, the fourth line uses (C.2), and the last line uses the fact
that, conditioned on {sjx,a}mj=1, the function ζ is a member of G(m).

We can now upper bound the RHS. Going forward, we refer to ζ({sjX,A}mj=1) as ζ(X,A) for short.
Then for λ > 0 we have:

EPβ

[
exp

(
λ sup
ζ∈G(m)

(
1

n

n∑
i=1

w(Ai, Xi)ζ(Xi, Ai)−
1

n

n∑
i=1

EPβ

[
w(A,Xi)ζ(Xi, A)

∣∣∣Xi

]))]

= EPβ

[
exp

(
λ sup
ζ∈G(m)

(
1

n

n∑
i=1

EPβ

[
w(Ai, Xi)ζ(Xi, Ai)− w(A′i, Xi)ζ(Xi, A

′
i)
∣∣∣{Xi, Ai}ni=1

]))]

≤ EPβ

[
exp

(
λEPβ

[
sup

ζ∈G(m)

1

n

n∑
i=1

(w(Ai, Xi)ζ(Xi, Ai)− w(A′i, Xi)ζ(Xi, A
′
i))
∣∣∣{Xi, Ai}ni=1

])]

≤ EPβ

[
exp

(
λ sup
ζ∈G(m)

1

n

n∑
i=1

(w(Ai, Xi)ζ(Xi, Ai)− w(A′i, Xi)ζ(Xi, A
′
i))

)]

≤ EPβ ,R

[
exp

(
2λ sup

ζ∈G(m)

1

n

n∑
i=1

ξiw(Ai, Xi)ζ(Xi, Ai)

)]

= EPβ ,R

[
sup

ζ∈G(m)

exp

(
2λ

1

n

n∑
i=1

ξiw(Ai, Xi)ζ(Xi, Ai)

)]

= EPβ ,R

sup
t,%

exp

2λ
%

nm

m∑
j=1

n∑
i=1

ξiw(Ai, Xi)1{sjXi,Ai≤t}

 (16)

where {A′}ni are the ghost variables, the second to last inequality uses symmetrization (Lemma C.3),
and the last line uses the definition of ζ(Xi, Ai) = ζ(s1Xi,Ai , ..., s

m
Xi,Ai

).
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Now, for each j, permute the indices i such that sjXj(1),Aj(1) ≤ ... ≤ s
j
Xj(i),Aj(i)

≤ ... ≤ sjXj(n),Aj(n)
.

Then, for a given j, consider the function
n∑
i=1

ξj(i)w(Aj(i), Xj(i))1{sjXj(i),Aj(i)≤t}
,

which equals

1. 0 if t < sjXj(1),Aj(1) ,

2. %
∑k
i=1 w(Aj(i), Xj(i))ξj(i) if there exists k ∈ {1, ..., n− 1} such that sjXj(k),Aj(k) ≤ t ≤

sjXj(k)+1,Aj(k)+1
,

3. %
∑n
i=1 w(Aj(i), Xj(i))ξj(i) otherwise.

Then the RHS of (19) equals

EPβ ,R

sup
t,%

exp

2λ
%

nm

m∑
j=1

n∑
i=1

ξiw(Ai, Xi)1{sjXi,Ai≤t}


= EPβ ,R

max
k,%

exp

2λ
%

nm

m∑
j=1

k∑
i=1

ξj(i)w(Aj(i), Xj(i))


≤ EPβ ,R

[
max
j,k,%

exp

(
2λ
%

n

k∑
i=1

ξj(i)w(Aj(i), Xj(i))

)]
.

Further, we have that

max
j,k,%

exp

(
2λ
%

n

k∑
i=1

ξj(i)w(Aj(i), Xj(i))

)

= max
j,k

(
exp

(
2λ

n

k∑
i

w(Aj(i), Xj(i))ξj(i)

)
1{

∑k
i w(Aj(i),Xj(i))ξj(i)≥0}

+ exp

(
−2λ

n

k∑
i

w(Aj(i), Xj(i))ξj(i)

)
1{

∑k
i w(aj(i),xj(i))ξj(i)<0}

)

≤ 2 max
j,k

exp

(
2λ

n

k∑
i

w(Aj(i), Xj(i))ξj(i)

)
1{

∑k
i w(Aj(i),Xj(i))ξj(i)≥0}.

Putting it together, we have that

EPβ

[
exp

(
λ sup
ζ∈G(m)

∣∣∣∣∣ 1n
n∑
i=1

w(Ai, Xi)ζ(Xi, Ai)−
1

n

n∑
i=1

EA∼π(·|Xi) [ζ(Xi, A)|Xi]

∣∣∣∣∣
)]

≤ 2EPβ ,R

[
max
j,k

exp

(
2λ

n

k∑
i

w(Aj(i), Xj(i))ξj(i)

)
1{

∑k
i w(Aj(i),Xj(i))ξj(i)≥0}

]
(17)

Now we are left to bound the RHS of (17). Using Lemma B.1,

EPβ ,R

[
max
j,k

exp

(
2λ

n

k∑
i

w(Aj(i), Xj(i))ξj(i)

)
1{maxk

∑k
i w(Aj(i),Xj(i))ξj(i)≥0}

]

≤ Pβ

(
max
k

2λ

n

k∑
i

w(Aj(i), Xj(i))ξj(i) ≥ 0

)
+ 2λ

∑
j

∫ ∞
0

exp(λt)P

(
2λ

n

n∑
i=1

w(Aj(i), Xj(i))ξj(i) ≥ t

)
dt.

27



Similarly, for any j, we have

EPβ ,R

[
exp

(
2λ

n

n∑
i

w(Aj(i), Xj(i))ξj(i)

)
1{

∑k
i w(Aj(i),Xj(i))ξj(i)≥0}

]

= Pβ

(
2λ

n

n∑
i

w(Aj(i), Xj(i))ξj(i) ≥ 0

)
+ λ

∫ ∞
0

exp(λt)P

(
2λ

n

n∑
i=1

w(Aj(i), Xj(i))ξj(i) ≥ t

)
dt

Putting these two together, we have

EPβ ,R

[
max
j,k

exp

(
2λ

n

k∑
i

w(Aj(i), Xj(i))ξj(i)

)
1{

∑k
i w(Aj(i),Xj(i))ξj(i)≥0}

]

≤
∑
j

Pβ

(
max
k

2λ

n

k∑
i

w(Aj(i), Xj(i))ξj(i) ≥ 0

)
− 2

∑
j

Pβ

(
2λ

n

n∑
i

w(Aj(i), Xj(i))ξj(i) ≥ 0

)

+ 2
∑
j

EPβ ,R

[
exp

(
2λ

n

n∑
i

w(Aj(i), Xj(i))ξj(i)

)
1{

∑n
i w(Aj(i),Xj(i))ξj(i)≥0}

]

≤ 2
∑
j

EPβ ,R

[
exp

(
2λ

n

n∑
i

w(Aj(i), Xj(i))ξj(i)

)
1{

∑n
i w(Aj(i),Xj(i))ξj(i)≥0}

]

≤ 2mEPβ ,R

[
exp

(
2λ

n

n∑
i

w(Aj(i), Xj(i))ξj(i)

)]

≤ 2m exp

(
2λ2w2

max

n

)
where the last inequality uses the fact that ξ is a Rademacher random variable, and w(A,X) ≤ wmax.
Finally, using Markov’s inequality,

Pβ

(
sup
t

∣∣∣∣∣ 1n
n∑
i=1

G(t;Xi, π)− w(Ai, Xi)G(t;Xi, Ai)

∣∣∣∣∣ ≥ ε+
1

m

)

≤ Pβ

(
exp

(
λ sup

t

∣∣∣∣∣ 1n
n∑
i=1

w(Ai, Xi)ζ(Xi, Ai)−
1

n

n∑
i=1

EPβ [ζ(Xi, A)|Xi]

∣∣∣∣∣
)
≥ exp(λε)

)

≤ 4m exp

(
2λ2w2

max

n
− λε

)
Because this holds for any λ > 0, we can minimize the RHS over λ:

Pβ

(
sup
t

∣∣∣∣∣ 1n
n∑
i=1

G(t;Xi, π)− w(Ai, Xi)G(t;Xi, Ai)

∣∣∣∣∣ ≥ ε+
1

m

)
≤ inf
λ>0

4m exp

(
2λ2w2

max

n
− λε

)
= 4m exp

(
−nε

8w2
max

)
.

Then we have

Pβ

(
sup
t

∣∣∣∣∣ 1n
n∑
i=1

G(t;Xi, π)− w(Ai, Xi)G(t;Xi, Ai)

∣∣∣∣∣ ≥
√

8w2
max

n
log

4m

δ
+

1

m

)
≤ δ.

Setting m =
√
n/8w2

max gives the theorem statement:

Pβ

sup
t

∣∣∣∣∣ 1n
n∑
i=1

G(t;Xi, π)− w(Ai, Xi)G(t;Xi, Ai)

∣∣∣∣∣ ≥
√

32w2
max

n
log

(2n)1/2

wmaxδ

 ≤ δ.
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Auxiliary Lemmas

Lemma C.2. For any ζ, a non-decreasing function with support [0, D], there exists m points
s1....sm ∈ Qm such that for a function of the form,

ζ(t; s1, ..., sm) =
1

m

m∑
j=1

1{sj≤t}, ∀t ∈ R

the following inequality holds:

‖ζ − ζ‖∞ ≤
1

2m
.

Proof of Lemma C.2. Uniformly partition the interval [0, D] to m partitions, with partition points
{ jD}

m
j=0. We construct the set {sj}mj=1 using the following procedure. For any j ∈ {1, . . . ,m} and

the corresponding partition point j−1D , let sj ∈ Q be a point such that either limt→sj−
ζ(t) = j−1

m + 1
2m

or limt→sj+
ζ(t) = j−1

m + 1
2m (e.g., as illustrated in Figure 4). Then for any t, ζ(t) is 1

2m -close to
ζ(t).

1

1/#
2/#

$

ℝ

$

Figure 4: Approximating monotonic function ζ with ζ Kamyar: is shown when the support is [0, 1].

Lemma C.3. For the function class G defined in Appendix C.2, we have for any λ > 0 that

EPβ

[
exp

(
λ sup
ζ∈G(m)

1

n

n∑
i=1

(w(Ai, Xi)ζ(Xi, Ai)− w(A′i, Xi)ζ(Xi, A
′
i))

)]

≤ EPβ ,R

[
sup

ζ∈G(m)

exp

(
2λ

1

n

n∑
i=1

ξiw(Ai, Xi)ζ(Xi, Ai)

)]

where contexts and actions X,A,A′ ∼ Pβ , and Rademacher random variables ξi ∼ R.

Proof. For each i = 1, ..., n, and let ξi be i.i.d. Rademacher random variables. Set

A+
i =

{
Ai, if ξi = 1

A′i, if ξi = −1

A−i =

{
A′i, if ξi = 1

Ai, if ξi = −1

29



We have that, conditioned on Xi, (A+
i , A

−
i )

d
= (Ai, A

′
i). Then

EPβ

[
exp

(
λ sup
ζ∈G(m)

1

n

n∑
i=1

(w(Ai, Xi)ζ(Xi, Ai)− w(A′i, Xi)ζ(Xi, A
′
i))

)]

= EPβ

[
exp

(
λ sup
ζ∈G(m)

1

n

n∑
i=1

(
w(A+

i , Xi)ζ(Xi, A
+
i )− w(A−i , Xi)ζ(Xi, A

−
i )
))]

= EPβ ,R

[
exp

(
λ sup
ζ∈G(m)

1

n

n∑
i=1

ξi (w(Ai, Xi)ζ(Xi, Ai)− w(A′i, Xi)ζ(Xi, A
′
i))

)]

Our last step is to bound the last line of the above display.

= EPβ ,R

[
exp

(
λ sup
ζ∈G(m)

1

2

(
2

n

n∑
i=1

ξiw(Ai, Xi)ζ(Xi, Ai)−
2

n

n∑
i=1

ξiw(A′i, Xi)ζ(Xi, A
′
i)

))]

≤ 1

2
EPβ ,R

[
exp

(
λ sup
ζ∈G(m)

2

n

n∑
i=1

ξiw(Ai, Xi)ζ(Xi, Ai)

)]

+
1

2
EPβ ,R

[
exp

(
λ sup
ζ∈G(m)

2

n

n∑
i=1

(−ξi)w(A′i, Xi)ζ(Xi, A
′
i)

)]

= EPβ ,R

[
exp

(
λ sup
ζ∈G(m)

2

n

n∑
i=1

ξiw(Ai, Xi)ζ(Xi, Ai)

)]

Lemma C.4. Let G(t;X,π) = EP[1{R≤t}|X] be the conditional CDF of returns for all x ∈ X .
Then for δ ∈ (0, 1],

Pβ

(
sup
t

∣∣∣∣∣ 1n
n∑
i=1

G(t;Xi, π)− F (t)

∣∣∣∣∣ ≥
√

32

n
log

(2n)1/2

δ

)
≤ δ.

Proof. Since G is a valid CDF, we apply Lemma C.2 to G. Consider a function of the form

ζ(t; s1, ..., sm) =
1

m

m∑
j=1

1{si≤t}

The function ζ can be seen as a stepwise CDF function, where each step is 1/m and occurs at points
{sj}mj=1.

Lemma C.2 approximatesG using such 1/m-stepwise CDFs. For each context x, let s1x, ..., s
m
x ∈ Qm

be the points chosen according to the deterministic procedure in Lemma C.2, such that the following
inequality holds:

sup
t

∣∣G(t;x, π)− ζ
(
t; {sjx}mj=1

)∣∣ ≤ 1

2m
. (18)

Next, consider the class of functions

G(m) :=
{
ζ(s1, ..., sm) :=

1

m
%
m∑
j=1

1{sj≤t} : ∀t ∈ R, % ∈ {−1,+1}; {sj}mj=1 ∈ Qm
}

Note that, ζ is a subset of the function class G(m), e.g. ζ
(
t; {sjx}mj=1

)
∈ G(m).

Then our problem becomes
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sup
t

∣∣∣∣∣ 1n
n∑
i=1

G(t;Xi, π)− F (t)

∣∣∣∣∣
= sup

t

∣∣∣∣∣ 1n
n∑
i=1

G(t;Xi, π)− EPβ

[
1

n

n∑
i=1

G(t;X,π)

]∣∣∣∣∣
≤ sup

t

∣∣∣∣∣ 1n
n∑
i=1

ζ
(
t; {sjXi}

m
j=1

)
− EPβ

[
1

n

n∑
i=1

ζ
(
t; {sjXi}

m
j=1

)]∣∣∣∣∣+
1

m

≤ sup
ζ∈G(m)

∣∣∣∣∣ 1n
n∑
i=1

ζ
(
{sjXi}

m
j=1

)
− EPβ

[
1

n

n∑
i=1

ζ
(
{sjXi}

m
j=1

)]∣∣∣∣∣+
1

m

We can now upper bound the RHS. Going forward, we refer to ζ({sjX}mj=1) as ζ(X) for short. Then
for λ > 0 we have:

EPβ

[
exp

(
λ sup
ζ∈G(m)

(
1

n

n∑
i=1

ζ(Xi)− EPβ

[
1

n

n∑
i=1

ζ(Xi)

]))]

= EPβ

[
exp

(
λ sup
ζ∈G(m)

(
1

n

n∑
i=1

EPβ

[
ζ(Xi)− ζ(X ′i)

∣∣∣{Xi}ni=1

]))]

≤ EPβ

[
exp

(
λEPβ

[
sup

ζ∈G(m)

1

n

n∑
i=1

(ζ(Xi)− ζ(X ′i))
∣∣∣{Xi}ni=1

])]

≤ EPβ

[
exp

(
λ sup
ζ∈G(m)

1

n

n∑
i=1

(ζ(Xi)− ζ(X ′i, A
′
i))

)]

= EPβ ,R

[
exp

(
λ sup
ζ∈G(m)

1

n

n∑
i=1

ξi (ζ(Xi)− ζ(X ′i))

)]

≤ EPβ ,R

[
exp

(
2λ sup

ζ∈G(m)

1

n

n∑
i=1

ξiζ(Xi)

)]

= EPβ ,R

[
sup

ζ∈G(m)

exp

(
2λ

1

n

n∑
i=1

ξiζ(Xi)

)]

= EPβ ,R

sup
t,%

exp

2λ
%

nm

m∑
j=1

n∑
i=1

ξi1{sjXi≤t}

 (19)

where {X ′}ni are the ghost variables, and the last line uses the definition of ζ(Xi) = ζ(s1Xi , ..., s
m
Xi

).

Now, for each j, permute the indices i such that sjXj(1) ≤ ... ≤ sjXj(i) ≤ ... ≤ sjXj(n)
. Then, for a

given j, consider the function
n∑
i=1

ξj(i)1{sjXj(i)≤t}
,

which equals

1. 0 if t < sjXj(1) ,

2. %
∑k
i=1 ξj(i) if there exists k ∈ {1, ..., n− 1} such that sjXj(k) ≤ t ≤ s

j
Xj(k)+1

,

3. %
∑n
i=1 ξj(i) otherwise.
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Then the RHS of (19) equals

EPβ ,R

sup
t,%

exp

2λ
%

nm

m∑
j=1

n∑
i=1

ξi1{sjXi≤t}


= EPβ ,R

max
k,%

exp

2λ
%

nm

m∑
j=1

k∑
i=1

ξj(i)


≤ EPβ ,R

[
max
j,k,%

exp

(
2λ
%

n

k∑
i=1

ξj(i)

)]
.

Further, we have that

max
j,k,%

exp

(
2λ
%

n

k∑
i=1

ξj(i)

)

= max
j,k

(
exp

(
2λ

n

k∑
i

ξj(i)

)
1{

∑k
i ξj(i)≥0}

+ exp

(
−2λ

n

k∑
i

ξj(i)

)
1{

∑k
i ξj(i)<0}

)

≤ 2 max
j,k

exp

(
2λ

n

k∑
i

ξj(i)

)
1{

∑k
i ξj(i)≥0}

.

Putting it together, we have that

EPβ

[
exp

(
λ sup
ζ∈G(m)

∣∣∣∣∣ 1n
n∑
i=1

ζ(Xi)− EPβ

[
1

n

n∑
i=1

ζ(Xi)

]∣∣∣∣∣
)]

≤ 2EPβ ,R

[
max
j,k

exp

(
2λ

n

k∑
i

ξj(i)

)
1{

∑k
i ξj(i)≥0}

]
(20)

Now we are left to bound the RHS of (20). Using Lemma B.1,

EPβ ,R

[
max
j,k

exp

(
2λ

n

k∑
i

ξj(i)

)
1{maxk

∑k
i ξj(i)≥0}

]

≤ Pβ

(
max
k

2λ

n

k∑
i

ξj(i) ≥ 0

)
+ 2λ

∑
j

∫ ∞
0

exp(λt)P

(
2λ

n

n∑
i=1

ξj(i) ≥ t

)
dt.

Similarly, for any j, we have

EPβ ,R

[
exp

(
2λ

n

n∑
i

ξj(i)

)
1{

∑k
i ξj(i)≥0}

]

= Pβ

(
2λ

n

n∑
i

w(Aj(i), Xj(i))ξj(i) ≥ 0

)
+ λ

∫ ∞
0

exp(λt)P

(
2λ

n

n∑
i=1

ξj(i) ≥ t

)
dt

Putting these two together, we have

EPβ ,R

[
max
j,k

exp

(
2λ

n

k∑
i

ξj(i)

)
1{

∑k
i ξj(i)≥0}

]

≤
∑
j

Pβ

(
max
k

2λ

n

k∑
i

ξj(i) ≥ 0

)
− 2

∑
j

Pβ

(
2λ

n

n∑
i

ξj(i) ≥ 0

)

+ 2
∑
j

EPβ ,R

[
exp

(
2λ

n

n∑
i

ξj(i)

)
1{

∑n
i ξj(i)≥0}

]
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≤ 2
∑
j

EPβ ,R

[
exp

(
2λ

n

n∑
i

ξj(i)

)
1{

∑n
i ξj(i)≥0}

]

≤ 2mEPβ ,R

[
exp

(
2λ

n

n∑
i

ξj(i)

)]

≤ 2m exp

(
2λ2

n

)
where the last inequality uses the fact that ξ is a Rademacher random variable. Finally, using Markov’s
inequality,

Pβ

(
sup
t

∣∣∣∣∣ 1n
n∑
i=1

G(t;Xi, π)− F (t)

∣∣∣∣∣ ≥ ε+
1

m

)

≤ Pβ

(
exp

(
λ sup

t

∣∣∣∣∣ 1n
n∑
i=1

ζ(Xi)− EPβ

[
1

n

n∑
i=1

ζ(Xi)

]∣∣∣∣∣
)
≥ exp(λε)

)

≤ 4m exp

(
2λ2

n
− λε

)
Because this holds for any λ > 0, we can minimize the RHS over λ:

Pβ

(
sup
t

∣∣∣∣∣ 1n
n∑
i=1

G(t;Xi, π)− F (t)

∣∣∣∣∣ ≥ ε+
1

m

)
≤ inf
λ>0

4m exp

(
2λ2

n
− λε

)
= 4m exp

(
−nε

8

)
.

Then we have

Pβ

(
sup
t

∣∣∣∣∣ 1n
n∑
i=1

G(t;Xi, π)− F (t)

∣∣∣∣∣ ≥
√

8

n
log

4m

δ
+

1

m

)
≤ δ.

Setting m =
√
n/8 gives the theorem statement:

Pβ

(
sup
t

∣∣∣∣∣ 1n
n∑
i=1

G(t;Xi, π)− F (t)

∣∣∣∣∣ ≥
√

32

n
log

(2n)1/2

δ

)
≤ δ.

D Proofs for Risk Functional Estimation (Section 6)

Proof of Theorem 6.1. By the definition of L-Lipschitz risk functionals, for the CDFs F and F̂ ,

|ρ(F̂ )− ρ(F )| ≤ L‖F̂ − F‖∞
≤ Lε

with probability at least 1− δ, where the last line uses the fact that F̂ is ε-close to F with probability
at least 1− δ.
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E Risk Estimation with Unknown Behavior Policy

We begin this section with a consideration of estimators when the behavior policy is unknown, and
must be modeled or estimated, which we call β̂. We first define the IS, DR, and DI estimators using
β̂, then derive their bias and variance expressions. To differentiate between the estimator that use β
and the estimators that use β̂, we call the latter F̃ while continuing to call the former F̂ .

The proofs of bias and variance begins with derivations for the DR estimator with estimated policy,
from which the bias and variance of the remaining estimators can be derived as special cases.

Let β̂ be the estimated behavior policy, and let ŵ(a, x) := π(a|x)
β̂(a|x)

be the importance weight with
estimated policy. Then the importance sampling (IS) estimator is given by

F̃IS(t) :=
1

n

n∑
i=1

ŵ(ai, xi)1{ri≤t} (21)

Then doubly robust (DR) estimator is:

F̃DR(t) :=
1

n

n∑
i=1

ŵ(ai, xi)
(
1{ri≤t} −G(t;xi, ai)

)
+G(t;xi, π) (22)

And the direct method (DI) estimator is still defined to be

F̂DI(t) :=
1

n

n∑
i=1

G(t;xi, π) (23)

Note that the direct estimator does not depend on the behavior policy, and thus we continue to call it
F̃DI.

E.1 Bias and Variance

Next, we analyze the bias and variance of these estimators. Define ∆(a, x, t) to be the additive error
between G and the model G, and define δ(x, a) to be the multiplicative error of the estimate β̂, that
is:

∆(t;x, a) := G(t;x, a)−G(t;x, a),

δ(x, a) := 1− β(a|x)/β̂(a|x).

Note that when β is known or β̂ = β for all x, a, δ(x, a) = 0, The bias of the IS estimator then given
in Lemma E.1, in terms of δ and the conditional reward distribution G.

Lemma E.1 (Bias and Variance of IS Estimator with β̂.). The expectation of the IS estimator is

EPβ [F̃IS(t)] = F (t) + EP[δ(A,X)G(t;X,π)]

When β̂(a|x) = β(a|x) for all a, x, the IS estimator is unbiased and EPβ [F̂IS(t)] = F (t). Further,
the variance is

VPβ [F̃IS(t)] =
1

n
EP

[
(1− δ(A,X))

2
σ2(t;X,A)

]
+

1

n
VP [EP [(1− δ(A,X))G(t;X,A)|X]]

+
1

n
EP
[
VPβ [ŵ(A,X)G(t;X,A)|X]

]
(24)

The expression for variance is broken down into three terms. The first represents randomness in
the rewards, and the second represents variance from the aleatoric uncertainty due to randomness
over contexts X . The final term represents variance arising from using importance sampling, and is
proportional to the true CDF of conditional rewards G.

The following lemma, similarly, derives the bias and variance for the DR estimator:
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Lemma E.2 (Bias and Variance of DR Estimator with β̂.). The pointwise expectation of the DR
estimator is

EPβ [F̃DR(t)] = F (t) + EP[δ(X,A)∆(t;X,A)]

Further, when there is perfect knowledge of the behavior policy β, e.g. β̂(a|x) = β(a|x) for all a, x,
the DR estimator is unbiased and

EPβ [F̃DR(t)] = F (t)

The variance of the doubly robust estimator is given by

VPβ [F̃DR(t)] =
1

n
EP

[
(1− δ(A,X))

2
σ2(t;X,A)

]
+

1

n
VP [EP [δ(A,X)∆(t;X,A) +G(t;X,A)|X]]

+
1

n
EP
[
VPβ [ŵ(A,X)∆(t;X,A)|X]

]
(25)

Because the DR estimator takes advantage of both policy and reward estimates, it is unbiased
whenever either the estimated policy or estimated reward is unbiased. Further, when we have access
to the true behavior policy β and ŵ = w, it retains the unbiasedness of the IS estimator.

Compared to the IS estimator, the DR estimator may also have pointwise reduced variance. When the
variances of the IS estimator (24) and the DR estimator (25) are compared, the first term is identical,
and the middle term is of similar magnitude because the randomness in contexts X is endemic. The
third term is the primary difference. For the IS estimator, it is proportional to G, but for the DR
estimator, it is proportional to the error ∆ between the estimated conditional CDF G and the true
G. Thus, this term can be much larger in the IS estimator when ŵ is large and the error ∆ is smaller
than G. This demonstrates that the DR estimator retains the low bias of the IS estimator, but has the
advantage of reduced variance.

Next, Lemma E.3 gives the bias and variance of the DI estimator, which is directly related to the bias
and variance of the conditional distribution model G.
Lemma E.3 (Bias of DI Estimator with β̂.). The bias is

Ex,a∼β,r[F̃DI(t)] = F (t) + EP[∆]

and the variance is
V[F̃DI(t)] =

1

n
VP

[
G(t;X,π) + ∆].

While the DI estimator has lower variance than both the IS and DR estimators, it suffers from
potentially high bias from G. Unlike the other two estimators, it is biased even when β̂ is a perfect
estimate of β, which in practice is undesirable. Though the DI estimator has low bias when G is a
good model of the condition reward distribution, it is often much easier to form accurate models of β
than of G.

Proofs: Bias and Variance

We begin by proving the bias and variance expressions of the DR estimator with β̂. The bias and
variance of the other estimators can be derived as special cases, which we show later.

Proof of Lemma E.2. First, we take the expectation of the DR estimator (22) with respect to Pβ :

EPβ

[
F̃ (t)

]
= EPβ

[π(A|X)

β̂(A|X)
1{R ≤ t}

]
+ EPβ

[(π(A|X)

β̂(A|X)
−
∑
a

π(A|X)
)
G(t;X,A)

]
= EP

[β(A|X)

β̂(A|X)
1{R ≤ t}

]
+ EP

[(β(A|X)

β̂(A|X)
− 1
)
G(t;X,A)

]
= F (t) + EP

[(β(A|X)

β̂(A|X)
− 1
)
1{R ≤ t}

]
+ EP

[(β(A|X)

β̂(A|X)
− 1
)
G(t;X,A)

]
= F (t) + EP

[(β(A|X)

β̂(A|X)
− 1
)(
G(t;X,A)−G(t;X,A)

)]
= F (t) + EP

[
δ(A,X)∆(t;X,A)

]
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When β̂ = β for all a, x, we have δ = 0, giving the unbiasedness of the estimator.

Starting from the second line of the proof of variance for the DR estimator (Appendix C.1), we have

VPβ

[
F̃DR(t)

]
=

1

n
VPβ

[
ŵ(A,X)

(
1{R≤t} −G(t;X,A)

)
+G(t;X,π)

]
=

1

n
EPβ

[
ŵ(A,X)2σ2(t;X,A)

]
+

1

n
VPβ

[
ŵ(A,X)

(
G(t;X,A)−G(t;X,A)

)
+G(t;X,π)

]
=

1

n
EP

(β(A,X)

β̂(A,X)

)2

σ2(t;X,A)


+

1

n
VPβ

[
EPβ

[
ŵ(A,X)

(
G(t;X,A)−G(t;X,A)

)
+G(t;X,π)|X

]]
+

1

n
EPβ

[
VPβ

[
ŵ(A,X)

(
G(t;X,A)−G(t;X,A)

)
|X
]]

=
1

n
EP

[
(1− δ(A,X))

2
σ2(t;X,A)

]
+

1

n
VP [EP [δ(A,X)∆(t;X,A) +G(t;X,A)|X]]

+
1

n
EP
[
VPβ [ŵ(A,X)∆(t;X,A)|X]

]
the second line uses a change of measure in the first term, and the law of total variance conditioned on
the context X . The third line follows again from change of measure and substituting in the definition
of δ and ∆.

Lemma E.1 is derived from Lemma E.2 using the fact that the IS estimator is a special case of the DR
estimator with G = 0.

Lemma E.3 is derived from Lemma E.2 by using β̂ → ∞ which means ŵ = 0, e.g. importance
weighting is not used, and δ = 1.

E.2 CDF and Risk Estimate Error Bounds

Theorem E.1 generalizes the CDF error bounds established for the IS and DR estimators with known
behavior policy to the case where β̂ is estimated, given an additional high-probability guarantee on
the quality of β̂.

Theorem E.1. For the IS or DR CDF estimator F̃ that uses estimated weights ŵ(a, x) =

π(a|x)/β̂(a, x), given an estimate β̂ that is εβ-close to the true behavior policy β, that is

sup
a,x
|β(a|x)− β̂(a|x)| ≤ εβ ,

we have with probability at least 1− δ that

Pβ
(

sup
t∈R

∣∣∣F̃ (t)− F (t)
∣∣∣ ≤ ε+ cεβ

)
≥ 1− δ

where ε is either εIS or ε = εDR depending the choice of F̂ , and c = wmax

(
infa,x β̂(a|x)

)−1
.

Similarly, for L-Lipschitz risk functionals, the general error bound given in Theorem 6.1 can be
extended to the case of β̂ by adding the additional error term from the policy estimation.
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Corollary E.1. For the IS or DR CDF estimator F̃ that uses estimated weights ŵ(a, x) =

π(a|x)/β̂(a, x), given an estimate β̂ that is εβ-close to the true behavior policy β, we have with
probability at least 1− δ that ∣∣∣ρ(F̃ )− ρ(F )

∣∣∣ ≤ L (ε+ cεβ)

where c = wmax

(
infa,x β̂(a|x)

)−1
.

Note that the error contributed by policy estimation, cεβ , is primarily dependent upon two factors.
First, the quality of β̂ estimation determines the magnitude of εβ ; a poor estimate naturally leads
to a higher value of this constant. Second, c is a problem-dependent constant proportional to the
maximum importance weight wmax and the minimum probability of the estimated behavior policy
infa,x β̂(a|x). If infa,x β̂(a|x) is particularly small, the error bound is also large. This reflects the
fact that CDF estimation can be difficult when the behavior policy places low probability in some
area of the context and action space.

Remark E.1. When actions and contexts are discrete, and β̂ is estimated using empirical averages,
standard concentrations for the mean of a random variable can be used to determine εβ . If β̂ is
estimated using regression, depending on the estimator εβ can also be determined from concentration
inequalities.

v2

Proofs: Error Bounds

The proof of these results is given below.

Proof of Theorem E.1. We can decompose the error F̂ − F as:

sup
t
|F̃ (t)− F (t)| ≤ sup

t

(
|F̂ (t)− F (t)|+ |F̃ (t)− F̂ (t)|

)
≤ sup

t
|F̂ (t)− F (t)|+ sup

t
|F̃ (t)− F̂ (t)|

Theorem 5.1 gives a bound for the first term, and the bound for the second term bound is given in
Lemma E.4 for the IS estimator, and in Lemma E.5 for the DR estimator.

Proof of Corollary E.1. This result follows directly from applying the general risk estimation error
bound in Theorem 6.1 to the error from Theorem E.1.

The intermediary lemmas are defined and proved below:

Lemma E.4. Suppose that |β̂(a|x)− β(a|x)| ≤ εβ for all a, x with probability at least 1− δ. Then
with probability at least 1− δ,

sup
t
|F̃IS(t)− F̂IS(t)| ≤ cεβ

where c = wmax

(
infa,x β̂(a|x)

)−1
.

37



Proof. We can bound the LHS of the lemma statement as follows.

sup
t
|F̃IS(t)− F̂IS(t)| = sup

t

∣∣∣ 1
n

n∑
i=1

(w(ai, xi)− ŵ(ai, xi))1{ri≤t}

∣∣∣
= sup

t

∣∣∣ 1
n

n∑
i=1

(π(ai|xi)
β(ai|xi)

− π(ai|xi)
β̂(ai|xi)

)
1{ri≤t}

∣∣∣
≤ 1

n

n∑
i=1

∣∣∣π(ai|xi)
β(ai|xi)

− π(ai|xi)
β̂(ai|xi)

∣∣∣
≤ wmax

1

n

n∑
i=1

∣∣∣∣∣1− β(ai|xi)
β̂(ai|xi)

∣∣∣∣∣
= wmax

1

n

n∑
i=1

∣∣∣∣∣ β̂(ai|xi)− β(ai|xi)
β̂(ai|xi)

∣∣∣∣∣
≤ wmax

(
inf
a,x

β̂(a|x)

)−1
1

n

n∑
i=1

∣∣∣β̂(ai|xi)− β(ai|xi)
∣∣∣

≤ wmax
(

inf
a,x

β̂(a|x)

)−1
εβ

where the last line follows from using the assumption that |β̂(a|x)− β(a|x)| ≤ εβ for all a, x.

Lemma E.5. Suppose that |β̂(a|x)− β(a|x)| ≤ εβ for all a, x with probability at least 1− δ. Then
with probability at least 1− δ,

sup
t
|F̃DR(t)− F̂DR(t)| ≤ cεβ

where c = wmax

(
infa,x β̂(a|x)

)−1
.

Proof. We can bound the LHS of the lemma statement as follows. Using the definitions of the DR
estimators,

sup
t
|F̃DR(t)− F̂DR(t)| = sup

t

∣∣∣ 1
n

n∑
i=1

(w(ai, xi)− ŵ(ai, xi))
(
1{ri≤t} −G(t;xi, ai)

) ∣∣∣
= sup

t

∣∣∣ 1
n

n∑
i=1

(π(ai|xi)
β(ai|xi)

− π(ai|xi)
β̂(ai|xi)

) (
1{ri≤t} −G(t;xi, ai)

) ∣∣∣
≤ 1

n

n∑
i=1

∣∣∣π(ai|xi)
β(ai|xi)

− π(ai|xi)
β̂(ai|xi)

∣∣∣
≤ wmax

1

n

n∑
i=1

∣∣∣∣∣1− β(ai|xi)
β̂(ai|xi)

∣∣∣∣∣
= wmax

1

n

n∑
i=1

∣∣∣∣∣ β̂(ai|xi)− β(ai|xi)
β̂(ai|xi)

∣∣∣∣∣
≤ wmax

(
inf
a,x

β̂(a|x)

)−1
1

n

n∑
i=1

∣∣∣β̂(ai|xi)− β(ai|xi)
∣∣∣

≤ wmax
(

inf
a,x

β̂(a|x)

)−1
εβ

where the last line uses the assumption that |β̂(a|x)− β(a|x)| ≤ εβ for all a, x.
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F Additional Experiments

Implementation Details. Following [20, 19, 57], we obtain our off-policy contextual bandit
datasets by transforming classification datasets. The contexts are the provided features, and the
actions correspond to the possible class labels. To obtain the evaluation policy π, we use the
output probabilities of a trained logistic regression classifier [36]. The behavior policy is defined as
β = απ+ (1−α)πUNIF, where πUNIF is a uniform policy over the actions, for some α ∈ (0, 1]. Each
dataset is generated by drawing actions for each context according to the probabilities of β, and the
deterministic reward is 1 if the action matches the ground truth label, and 0 otherwise.

We apply this process to the set of 9 UCI datasets [18] used in [20, 19, 57], which each have differing
dimensions d, actions k, and sample size n. Models G must be constructed for the DM and DR
estimators. As in [20], the dataset is divided into two splits, with each of the two splits used to
estimate G, which is then used with the other split to calculate the estimator. The two results are
averaged to produce the final estimators. In order to estimate G, we discretize the reward support into
t ∈ [0, 1], and train a logistic regression classifier [36] for each action a and each t, with regularization
parameter C = 1 and tolerance 0.0001. The code to reproduce these experiments is provided in the
supplementary. On a CPU, they take roughly half a day of compute in total.

Relationship With α. We plot the error over the range of α, which controls the mismatch between
the behavioral policy β and the target policy π and is thus proportional to wmax, for the PageBlocks
dataset (also in Figure 1). The CDF error is shown in Figure 5 and the mean squared error (MSE) for
the mean, CVaR 0.5, and variance risk functionals are shown in Figure 6.

The DR estimator exhibits lower error than any other estimator, and significantly lower variance than
the IS and WIS estimators, across the range of α. This is particularly obvious in the region where
α is small, which is where importance weights can become larger and the IS-based estimators are
prone to higher variance. Note that the CVaR0.5 MSE is close to 0 for all estimators.
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Figure 5: Sup-norm CDF error over α for PageBlocks. Shaded region shows one empirical standard
deviation.
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Figure 6: Mean squared error (MSE) over α for different risk functionals evaluated in the PageBlocks
dataset. Shaded region shows one empirical standard deviation.
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Evaluation Over UCI Datasets. We display the sup-norm error of the estimated CDF and the
mean-squared error (MSE) of estimated risk functionals (mean, CVaR0.5, and variance) for the 9
UCI datasets below. Here, α = 0.5 is fixed. All plots are shown over 500 repetitions, with error bars
omitted for readability but similar to those shown in Figure 1.

The general trends reflect analysis presented in Section 7. As expected of our distribution-based
approach, trends in CDF estimation performance are reflected in risk estimation performance. Both
the DR and IS estimators exhibit the expected O(1/

√
n) error convergence across the estimation

tasks. Generally, the DR estimator does as well as if not better than the other estimators; where the
model is difficult to specify well, the DR estimator may suffer slightly in performance in the low
sample regime, but always outperforms the other estimators as the number of samples n increases.
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