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Abstract
We propose a novel framework based on the attention mechanism to identify the sentiment of a movie
review document. Previous efforts on deep neural networks with attention mechanisms focus on
encoder and decoder with fixed numbers of multi-head attention. Therefore, we need a mechanism to
stop the attention process automatically if no more useful information can be read from the memory.In
this paper, we propose an adaptive multi-head attention architecture (AdaptAttn) which varies the
number of attention heads based on length of sentences. AdaptAttn has a data preprocessing step where
each document is classified into any one of the three bins small, medium or large based on length of the
sentence. The document classified as small goes through two heads in each layer, the medium group
passes four heads and the large group is processed by eight heads. We examine the merit of our model
on the Stanford large movie review dataset. The experimental results show that the F1 score from our
model is on par with the baseline model.

Introduction

The essence of the text sentiment analysis task is feature extraction of natural language sequence and
feature-based classification task. Text feature extraction has always been themain research direction of
NLP. From RNN to AutoEncoder to BERT, improvements have been made in the methods of feature
extraction. The idea of this paper is similar to BERT: Encoder of Transformer is used as a feature
extractor and then connected with a fully connected neural network for classification fitting.

The multi-head self-attention module is a key component in Transformer. Like most language models,
the Transformer (which will be referred to as “vanilla Transformer” to distinguish it from other
enhanced versions) are trained on sentences with a fixed length and the sentences shorter than the
length will be padded with too many zeros. In this work, we dynamically changed the number of layers
adapted to the length of the sentences to avoid some waste of computation and improve ability to
process longer sentences. We analyze the dataset, and generate three ranges to use a different number
of heads, which are 2, 4, and 8. The non-adaptive model will use 8 heads for the whole dataset. The
results of our experiments show that the both approaches of adaptive attention provide better accuracy
compared to the benchmark[7]. And according to the F1-score and accuracy, the adaptive models have
comparable accuracy with the non-adaptive one but used much less training time.

Related Work

The sentiment analysis method based on deep learning firstly used a neural network to encode the text
data, namely word. Then the encoding is input into the feature extraction network to extract the



semantic and syntactic feature information of the text data. Finally, a classifier is used to obtain the
emotional polarity of the text. Kim et al. [1], firstly used CNN (Convolution Neural Network, CNN)
for sentiment analysis tasks, used only for the training of the word vector and standard convolutional
neural network, and got better effect than traditional machine learningmethods. ChenKe et al. [2] used
a multi-channel convolutional neural network to improve the classification performance of emotional
polarity of the model by adding feature information such as part of speech, position and emotion.
Socher et al. [3] introduced a recursive neural network to conduct sentiment analysis on film review
text data.

AttentionMechanismwas first used in the field of images to enable neural networks to focus on certain
information when processing data. Moreover, due to the high concurrent computing power, the
attentionmechanism is more andmore widely used in natural language processing tasks. Self-attention
is a type of attention mechanismwhere the model makes prediction for one part of a data sample using
other parts of the observation about the same sample. There are various forms of attention /
self-attention, Transformer (Vaswani et al., 2017) [4] relies on the scaled dot-product attention. The
multi-head self-attention module is a key component in Transformer. Rather than only computing the
attention once, the multi-head mechanism splits the inputs into smaller chunks and then computes the
scaled dot-product attention over each subspace in parallel. The Transformer model has an
encoder-decoder architecture, as commonly used in many NMTmodels. Later decoder-only
Transformer was shown to achieve great performance in language modeling tasks, like in GPT[5] and
BERT[6].

The Model

Transformer has demonstrated its abilities of sentence processing and recognition, including text
classification, machine translation and text generation. It is a state-of-art architecture to take care
of semantic analysis via parallel computing computations. Compared with traditional RNN
structure, the multi-head attention mechanism can process the whole paragraph or multiple
sentences in total to obtain their interrelationship. In Transformer, encoder positioner, multi-head
attention mechanism and feedforward comprise a complete unit. The encoder position is for
marking the word position in each sentence, which can effectively ensure the position of each
word can be fully considered in sentence analysis. When it comes to the multi-head attention
mechanism, there are three trainable matrices: k,q,v for dividing samples into multiple heads and
analyzing their attention relationship separately under parallel computing. In the meanwhile, the
word dependence will be preserved due to former positional encoding. Finally, the processed
samples pass the feed-forward, which is composed of feed-forward networks to serve as gradient
descent during the backpropagation.



The multi-head attention mechanism may cause overfitting or computing waste for short sentences,
especially in the final training stage. Consequently, adaptive mechanisms have been widely
applied in statistical language models for tackling various interesting issues. The core objective of
the mechanism is to dynamically tune the architecture of the model to accommodate the context
states, especially the issue that context states emphasize more flexible hyper parameters in the
model.
Inspired by the two issues, we introduce a state-of-art adaptive Transformer, which is able to
process sentences with different lengths using different numbers of heads. For text classification,
the length of sentence is pivotal to the performance of the model, especially the Transformer.
Transformer outperforms in short sentences; however, it is not fully adaptable to long sentences.
On the other hand, if far more condensed attention is imposed on short sentences, overfitting will
negatively impact the final recognition accuracy with training going through. To be specific, we
initially extend the distribution of sentence length in our dataset and divide them into three
groups : Small, Medium, Large with closed group size. After that, we apply sparse Attention to
process Small Groups, medium Attention to process Medium Groups, condense Attention to
process Large Groups. The figure is shown below for Attention mechanism. In our model, we
define condensed Attention contains 8 heads, medium Attention includes 4 heads and sparse
Attention only has 2 heads.



After the Feed-forward network, the processing is to do mean-pooling on sequence length and
impose a fully connected layer on embedding. Finally the softmax is for computing probabilities of
each class. Pipeline is shown below:
Dimension Flow: (batchsize, sequence length, embedding size) - (batchsize, 1, embedding size) -
(batchsize, 1, 2) - Softmax(batchsize, 1, 2) - (batchsize, P1, P2).
Equation Flow:Mean (x, dim=1) – Fully Connected Layer(x, dim=2) – Softmax(x, dim=2) – (P1 ,
P2).

Experimental Setting
We conducted experiments on Stanford's large movie review dataset which contains a set of 50,000 movie
review documents classified either as positive or negative. We are using 25,000 documents as training data
and the other 25,000 documents as test data. In our non-adaptive approach, all the 25,000 documents got
through 8 attention heads.

We have two adaptive approaches with different percentages of documents in each bin. The notion behind
is to study the impact of computation time and accuracy. In every adaptive approach there is a
pre-processing step which we did manually by choosing two threshold values as lengths L1 and L2. All
documents with length less than L1 are classified small, between L1 and L2 as medium and greater than L2
as large, the splits are as shown in Table 1. A document classified as small has 2 multi-head attention,
medium has 4 and large has 8.
In AdaptAttn Approach1, documents with 0-75 words are small, 76-150 are medium and $>$150 iare large.
With these ranges we had 8\% small documents, 32\% medium documents and 60\% large documents. In
this majority of the examples train with multi-head attention 8.



In the second adaptive approach, we define a document with 0-110words as small, 110-200 as medium and
$>$ 200 as large. With these ranges, 15\% are small documents, 52\% of medium and the rest 33\% of large.

L1
[word count]

L2
[word count]

\%Small
[ 2 heads]

\%Medium
[ 4 heads]

\%Large
[ 8 heads]

Non-adaptive attention - - - - 100

AdaptAttn Approach1 75 150 8 32 60

AdaptAttn Approach2 110 200 15 52 33

Table1: Details of the experimental approaches from Stanford’s movie review dataset.

Main Results
The evaluation metric is F1-score and accuracy and Table 2 shows the impact of AdaptAttn approaches.
The previously published benchmark on the Stanford Large Movie review dataset has an accuracy of 88.89
and this was achieved using “bag of words”. The non-adaptive attention trained by us on the same dataset
has accuracy of 91.80 which is more relevant for comparison to the adaptive model.
From our results, we can say that both approaches of adaptive attention provide better accuracy compared
to the benchmark. Approach 1 has a ~6 unit increase compared to the non-adaptive attention while approach
2 has only ~1 unit increase. We think approach 2 accuracy is less because the majority of training examples
had 4 heads. We also observe that training time increases with multi-attention heads which is as expected.
The surprising result was that adaptive approach 1 performs better than non-adaptive which we would like
to analyze further.

F1-Score Accuracy (%) Training Time

Non-adaptive
attention

0.9107 91.80 ~120 epochs in 30hrs

Approach 1 0.9714 97.22 ~140 epochs in 30hrs

Approach 2 0.9236 92.12 ~170 epochs in 30hrs

Table 2: The results of our non-adaptive and adaptive approaches.

Conclusion and Future Work
In this paper, we proposed a framework to vary attention heads based on size of the document. The
model first runs through the input to generate a memory, in the process of which it can synthesize the
word sequence features. And then, the model pays adaptive attention on the memory to pick up
important information to predict the final sentiment, by combining the features from different
attentions non-linearly. We demonstrated the efficacy of our model on Stanford Large Movie Review
datasets, and the results show that it can be in par with the state-of-the-art methods.Further, in sentiment



classification a mechanism to get raw F1 scores bin wise would provide more insights into results. We
would also like to expand adaptive attention to other tasks like machine translation.
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