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Abstract

The rank of neural networks measures information flowing across layers. It is1

an instance of a key structural condition that applies across broad domains of2

machine learning. In particular, the assumption of low-rank feature representations3

led to algorithmic developments in many architectures. For neural networks,4

however, the intrinsic mechanism that yields low-rank structures remains vague and5

unclear. To fill this gap, we perform a rigorous study on the behavior of network6

rank, focusing particularly on the notion of rank deficiency. We theoretically7

establish a universal monotone decreasing property of network ranks from the8

basic rules of differential and algebraic composition, and uncover rank deficiency9

of network blocks and deep function coupling. By virtue of our numerical tools,10

we provide the first empirical analysis of the per-layer behavior of network ranks11

in realistic settings, i.e., ResNets, deep MLPs, and Transformers on ImageNet.12

These empirical results are in direct accord with our theory. Furthermore, we reveal13

a novel phenomenon of independence deficit caused by the rank deficiency of14

deep networks, where classification confidence of a given category can be linearly15

decided by the confidence of a handful of other categories. The theoretical results16

of this work, together with the empirical findings, may advance understanding of17

the inherent principles of deep neural networks.18

1 Introduction19

In mathematics, the rank of a smooth function measures the volume of independent information20

captured by the function [20]. Deep neural networks are highly smooth functions, thus the rank21

of a network has long been an essential concept in machine learning that underlies many tasks22

such as information compression [46, 54, 35, 52, 47], network pruning [31, 53, 5, 24, 9], data23

mining [6, 23, 10, 55, 17, 28], computer vision [57, 56, 30, 26, 28, 58], and natural language24

processing [8, 27, 7, 11]. Numerous methods are either designed to utilize the mathematical property25

of network ranks, or are derived from an assumption that low-rank structures are to be preferred.26

Yet a rigorous investigation to the behavior of rank of general networks, combining both theoretical27

and empirical arguments, is still absent in current research, weakening our confidence in the being able28

to predict performance. To the best of our knowledge, there are only a few previous works discussing29

the rank behavior of specific network architectures, like attention blocks [14] and BatchNorms [12, 4]30

in pure MLP structures. The empirical validation of those methods are also limited to shallow31

networks, specific architectures, or merely the final layers of deep networks, leaving the global32

behavior of general deep neural networks mysterious due to prohibitive space-time complexity for33

measuring them. Rigorous work on network rank that combines both strong theoretical and empirical34

evidence would have significant implications.35
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In this paper, we make several contributions towards this challenging goal. We find that the two36

essential ingredients of deep learning, the chain rule of differential operators and matrix multiplication,37

are enough to establish a universal principle—that network rank decreases monotonically in the depth38

of the network. Two factors further enhance the speed of decrease: a) the explicit rank deficiency39

of many frequently used network modules, and b) an intrinsic potential of spectrum centralization40

enforced by the nature of coupling of massive functions. To empirically validate our theory, we41

design numerical tools to efficiently and economically examine the rank behavior of deep neural42

networks. This is a non-trivial task, as rank is very sensitive to noise and perturbation, and computing43

ranks of large networks is computationally prohibitive in time and space. Finally, we uncover an44

interesting phenomenon of independence deficit in multi-class classification networks. We find that45

many classes do not have their own unique representations in the classification network, and some46

highly irrelevant classes can decide the outputs of others. This independence deficit can significantly47

diminish the performance of networks in generalized data domains where each class demands a48

unique representation. In conclusion, the results of this work, together with the numerical tools49

we invent, may advance understanding of intrinsic properties of deep neural networks, and provide50

foundations for a broad study of low-dimensional structures in machine learning.51

2 Preliminaries52

Settings We consider the general deep neural network with L layers. It is a smooth vector-valued53

function F : Rn → Rd, where Rn and Rd are the ambient space of inputs and outputs, respectively.54

Deep neural networks are coupling of multiple layers, thus we write F as:55

F = fL ◦ fL−1 ◦ · · · ◦ f1. (1)

For simplicity, we further write the k-th sub-network1 of F as56

Fk = fk ◦ · · · ◦ f1, (2)

and we use Fk = Fk(X ) to denote the feature space of the k-th sub-network on the data domain X .57

We are more interested in the behavior of network rank in the feature spaces rather than scalar outputs58

(which trivially have rank 1). Thus for classification or regression networks that output a scalar value,59

we will consider F = FL as the transformation from the input space to the final feature space instead.60

Thus, we always have n≫ 1 and d≫ 1. For example, for ResNet-50 [18] architecture on ImageNet,61

we only consider the network slice from the inputs to the last feature layer of 2,048 units.62

Rank of Function The rank of a function f = (f1, ...,fd)
T : Rn → Rd refers to the rank of its63

Jacobi matrix Jf over its input domain X , which is defined as64

Rank(f) = Rank(Jf ) = Rank ((∂fi(x)/∂xj)n×d) . (3)

The rank of a function represents the volume of information captured by it in the output [20]. That is65

why it is so important to investigate the behavior of neural networks and many practical applications.66

Theoretically, by the Rank Theorem and Sard’s Theorem of manifolds [20], we can know that rank of67

the function equals the intrinsic dimension of its output feature space, as captured by the following68

lemma.269

Lemma 1. Suppose that f : Rn → Rd is smooth almost everywhere. Let Rank(f) = r. If data70

domain X is a manifold embedded in Rn and ϕ : U → O is a smooth bijective parameterization from71

an open subset U ⊂ Rs to an open subset O ⊂ X , then we have dim(f(X )) = Rank(Jf◦ϕ) ≤ r.72

Thus, the rank of function f gives an upper bound for the intrinsic dimension dim(f(X )) of the73

output space.74

It is worth mentioning that the intrinsic dimension dim(f(X )) of the feature space is usually hard to75

measure, so the rank of the network gives an operational estimate of it.76

1In this paper, sub-network means network slice from the input to some intermediate feature layer; layer
network means an independent component of the network, without skip connections from the outside to it, like
bottleneck layer of ResNet-50.

2Due to space limitation, all the related proofs are attached in the supplementary material.
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3 Numerical Tools77

Validating the rank behavior of deep neural networks is a challenging task because it involves78

operations of high complexity on large-scale non-sparse matrices, which is infeasible both in time79

and space. Computing the full Jacobian representation of sub-networks of ResNet-50, for example,80

consumes over 150G GPU memory and several days at a single input point. In accuracy, this is81

even more challenging as rank is very sensitive to small perturbations. The digital accuracy of82

float32, 1.19e− 7 [38], cannot be trivially neglected in computing matrix ranks. Thus, in this section83

we establish some numerical tools for validating our subsequent arguments, and provide rigorous84

theoretical support for them.85

3.1 Numerical Rank: Stable Alternative to Rank86

The rank of large matrices is known to be unstable: it varies significantly under even small noise87

perturbations [40]. Matrices perturbed by even small Gaussian noises are almost surely of full rank,88

regardless of the true rank of the original matrix. Thus in practice we have to use an alternative: we89

count the number of singular values larger than some given threshold ϵ as the numerical rank of the90

matrix. LetW ∈ Rn×d be a given matrix. Its numerical rank with tolerance ϵ is91

Rankϵ(W ) = #{i ∈ N+ : i ≤ min{n, d}, σi ≥ ϵ∥W ∥2}, (4)
where ∥W ∥2 is the ℓ2 norm (spectral norm) of matrix W , σi, i = 1, ...,min{n, d} are its singular92

values, and # is the counting measure for finite sets. We can prove that the numerical rank is stable93

under small perturbations. Based on Weyl inequalities [48], we have the following theorem.94

Theorem 1. For any given matrixW , almost every tolerance ϵ > 0, and any perturbation matrixD,95

there exists a positive constant δmax(ϵ) such that ∀δ ∈ [0, δmax(ϵ)), Rankϵ(W+δD) = Rankϵ(W ).96

If W is a low-rank matrix without random perturbations, then there is a ϵmax such that for any97

ϵ < ϵmax, Rankϵ(W + δD) = Rankϵ(W ) = Rank(W ) for all δ ∈ [0, δmax(ϵ)).98

This property of the numerical rank metric makes it a suitable tool for investigating the rank behavior99

of neural networks. Possible small noises can be filtered out in Jacobian matrices of networks by100

using numerical rank. It is worth mentioning that random matrices no longer have full rank almost101

surely under the numerical rank. Instead their rank distribution can be inferred from the well-known102

Marcenko–Pastur distribution [33] of random matrices. So under numerical rank, low-rank matrices103

will be commonly seen. In this paper, we always use the numerical rank when measuring ranks.104

3.2 Partial Rank of the Jacobian: Estimating Lower Bound of Lost Rank in Deep Networks105

To enable the validation of trend of the network ranks, we propose to compute only the rank of106

sub-matrices of the Jacobian as an alternative. Those sub-matrices are also the Jacobian matrices107

with respect to a fixed small patch of inputs. Rigorously, given a function f and its Jacobian Jf , we108

denote partial rank of the Jacobian as the rank of a sub-matrix of the Jacobian that consists of the109

j1-th, j2-th,...,jK-th column of the original Jacobian110

PartialRank(Jf ) = Rank(Sub(Jf , j1, ..., jK)) = Rank((∂fi/∂xjk)d×K), (5)
where 1 ≤ j1 < . . . < jK ≤ n. We can efficiently compute sub-matrix of the Jacobian by zero111

padding to small patches of input images. For any data point x ∈ Rn, let Sub(x, j1, ..., jK) =112

(xj1 , ...,xjK )T ∈ RK , and ψ pad Sub(x, j1, ..., jK) to the spatial size of x with zeros:113

ψ(Sub(x, j1, ..., jK)) = (0, .., 0,xj1 , 0, ...,xjK , 0, ..., 0)
T ∈ Rn with ψ(Sub(x, j1, ..., jK))jk =114

xjk , k = 1, ...,K. We then have Jf◦ψ = Sub(Jf , j1, ..., jK). As K can be very small compared115

with n, computing Jf◦ψ can be very cheap in time and space. The partial rank of Jacobian matrices116

of the network layers measures information captured among the spatial footprint j1, ..., jK of the117

original input. They inherit the order relation of the rank of full Jacobian matrices. Thus we can118

validate the rank diminishing of network Jacobian matrices through the partial rank.119

Lemma 2. For differentiable f1,f2, |Rank(f1)−Rank(f2◦f1)| ≥ |Rank(Sub(f1, j1, . . . , jK))−120

Rank(Sub(f2 ◦ f1, j1, . . . , jK))|,∀1 ≤ K ≤ n, 1 ≤ j1, . . . , jK ≤ n. Thus variance of partial121

ranks of adjacent sub-networks gives a lower bound on the variance of their ranks.122
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3.3 Classification Dimension: Estimating Final Feature Dimension123

Measuring the intrinsic dimension of feature manifolds is known to be intractable. So we turn to124

an approximation procedure. For most classification networks, a linear regression over the final125

feature manifold decides the final network prediction and accuracy. So we can estimate the intrinsic126

dimension as the minimum number of principal components in the final feature space to preserve a127

high classification accuracy. Given network slice F : Rn → Rd from input X ⊂ Rn to final feature128

space F (X ) ⊂ Rd, we independently sample N points from random variable F (x),x ∼ PX , where129

PX is the distribution of validation set of data X . We then compute the covariance matrix Σ of those130

N samples, and eigenvectors q1, . . . , qd of Σ, sorted by their eigenvalues λ1 ≥ λ2 ≥ . . . ≥ λd.131

Let cls : Rd → Rc be the classification predictions based on the final feature representation F (x),132

Prok be projection operator in Euclidean space that projects to the linear subspace spanned by top-K133

eigenvectors q1, ..., qk, k ≤ d, Px,y be the joint distribution of sample x and its label y, and 1cond134

the indicator for condition cond. The classification dimension is then defined as135

ClsDim(F (X )) = mink{k : E(x,y)∼PX ,Y [1Cls(Prok(F (x)))==y] ≥ 1− ϵ}, (6)

which is the minimum dimensionality needed to reconstruct the classification accuracy of the whole136

model.137

4 Principle of Rank Diminishing138

We turn to the principle of rank diminishing. We first give a universal justification with minimum139

limitation on the network, so that we can safely apply this principle to many practical scenarios.140

The principle of rank diminishing describes the behavior of general neural networks with almost141

everywhere smooth components, which exhibits the monotone decrease of network ranks and intrinsic142

dimensionality of feature manifolds as follows.143

Theorem 2 (Principle of Rank Diminishing). Suppose each layer fi, i = 1, ..., L of network F is144

almost everywhere smooth, data domain X is a manifold, then both the rank of sub-networks and145

intrinsic dimension of feature manifolds decrease monotonically by depth:146

Rank(f1) ≥ Rank(f2 ◦ f1) ≥ ... ≥ Rank(fL−1 ◦ ... ◦ f1) ≥ Rank(FL), (7)
147

dim(X ) ≥ dim(F1) ≥ dim(F2) ≥ ... ≥ dim(FL). (8)

Short Argument that the Principle Should Hold Universally. Theorem 2 is ultra intrinsic for148

deep neural networks. It comes directly from the chain rules of differential and basic rules of matrix149

multiplications. The basic rule of matrix multiplication tells that, for any two matricesA andB, we150

have Rank(AB) ≤ min{Rank(A),Rank(B)} [21]. Taking this into the chain rule of differential151

of JF = JfLJfL−1 ...Jf1 , we then have Rank(JFk
) = Rank(Jfk◦Fk−1

) = Rank(JfkJFk−1
) ≤152

Rank(JFk−1
), k = 2, ..., L, which is Eq. (7). Applying Lemma 1 to Eq. (7) then yields Eq. (8).153

Chance of Equal Signs Holding is Small. A hypothetical but not practical concern would be that,154

is it possible that most of the equal signs of Eqs. (7) and (8) hold, so that the rank of network remains155

no significant dropping throughout the network? This concern can be mitigated by empirical and156

theoretical arguments. In what follows we will find that, 1) in practice, the rank of sub-networks157

decreases significantly after applying subsequent layers as shown in Fig. 1, and 2) in theory, there are158

two strong impetuses in deep neural networks to enforce strict decreasing of ranks which we will159

discuss in Secs. 4.1 and 4.2.160

4.1 Structural Impetus of Strict Decreasing161

Numerous explicit structures of the network layers can lead to a strict decrease in network ranks.162

Specifically, the following theorem gives a condition for the strictly greater signs to hold in the163

principle of rank diminishing.164
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Arch. Network Activ. #Param. Main Block #Layer Top-1 Acc.

ResNets ResNet-18 [18] ReLU [36] 11.7M Bottleneck 11 69.8%
ResNet-50 [18] ReLU [36] 25.6M Bottleneck 19 76.1%

MLP-like GluMixer-24 [41] SiLU [19] 25.0M Mixer-Block 24 78.1%
ResMLP-S24 [44] GELU [19] 30.0M Mixer-Block 24 79.4%

Transformer ViT-T [15] GELU [19] 5.7M ViT-Block 13 75.5%
Swin-T [32] GELU [19] 29.0M Swin-Block 18 81.3%

Table 1: Information of networks used in empirical validations. All pretrained on ImageNet.
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Figure 1: Partial rank of Jacobian matrices of CNN, MLP, and Transformer architecture networks for
different layers on ImageNet (top row); rank of Jacobian matrices and feature dimensions of linear
MLP network following conditions of Theorem 5 (bottom rule). All the models show a similar trend
of exponential decreasing of ranks as predicted by Theorems 4 and 5.

Theorem 3. 3 Roughly speaking, if almost everywhere on the input feature manifold, there is a165

direction such that moving along this direction keeps the output invariant, then the intrinsic dimension166

of the output feature manifold will be strictly lower than that of the input. The maximum number of167

independent such directions gives a lower bound on the number of lost intrinsic dimensions.168

By this theorem, one can immediately find that most frequently used layer designs have high169

risk in inducing strict decreasing of network ranks. Normalization layers like LayerNorm [2],170

InstanceNorm [45], and BatchNorm [25] may lose dimensions modestly, as the output feature171

remains invariant along the normalized direction at each point. Linear layers like convolutions, linear172

transformations (e.g. dense layers), and attentions, can lose rank considerably according to the rank173

of their weight matrices. They constitute the explicit structural impetus to decrease network ranks174

and intrinsic dimensions of feature manifolds.175

4.2 Implicit Impetus of Strict Decreasing176

Apart from the structural impetus we propose in Sec. 4.1, there is a more intrinsic strength to pull177

down network ranks, which we call the implicit impetus. Deep neural networks repeatedly apply178

layer networks from a fixed function pool (ReLU, MLP, CNN, attention, ResNet block, etc.) to179

the input data and intermediate features to get outputs. Such paradigm accords with the cocycle180

dynamic systems studied by Lyapunov et al. [42, 50], where the Furstenberg–Kesten theorem [16]181

and multiplicative ergodic theorem [39] prove that logarithms of singular values divided by evolution182

3The rigorous version is given in the supplementary material.
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Figure 2: Classification Accuracy (top-1) of using subspaces spanned by top-k% eigenvectors
(principal components) of the final feature manifolds. For all networks a small percentage (see Tab. 2)
of eigenvectors are enough to reproduce the classification accuracy of the whole network, indicating
a low intrinsic dimension of final feature manifolds. Note that the x-axes are non-linear.

Networks ResNet-18 ResNet-50 GluMixer-24 ResMLP-S24 Swin-T ViT-T

ClsDim 149 131 199 196 344 109

Ambient Dim. 512 2048 384 384 768 192
Table 2: Classification dimensions (with respect to 95% classification performance of the ambient
feature space Rd) and ambient dimensions of the final feature manifolds of different networks. All
networks have low intrinsic dimensions for final features.

time of such chaos system converge to stable constants when time goes to infinity. While products of183

long chains of matrices are the simplest form of cocycle dynamic systems [29], we can get an intrinsic184

impetus of rank collapse tendency of Jacobian matrices independent of network architectures.185

Theorem 4 (Spectrum Centralization of Function Coupling). Let the network be F = fL ◦ · · · ◦ f1,186

and all the ambient dimensions of feature manifolds be the same as the ambient dimension of inputs,187

i.e., fk : Rn → Rn, k = 1, . . . , L. Suppose the Jacobian matrix of each layer fi independently188

follows some distribution µ, and Eµ[max{log ∥J±1
fk ∥2, 0}] < ∞. Let σk denotes the k-th largest189

singular value of JF . Then there is an integer r < n and positive constants µr, . . . , µn that only190

depend on µ such that we have for µ-almost everywhere,191

σk
∥JF ∥2

∼ exp(−Lµk) → 0, k = r, . . . , n, as L→ ∞. (9)

That means for any tolerance ϵ > 0, Rankϵ(F ) drops below r + 1 with an exponential speed as192

L→ ∞.193

If further assuming Gaussian distributions of Jacobian matrices, we can prove r = 1 and give a more194

accurate estimation of the constant µr, ..., µn. As a consequence, we can find that rank of networks195

collapses to 1 almost surely, which is formalized in the following theorem.196

Theorem 5. Let the network be F = fL ◦ ... ◦ f1, and all the ambient dimensions of feature197

manifolds be the same as the ambient dimension of inputs, i.e., fk : Rn → Rn, k = 1, ..., L. Suppose198

that Jf i independently follows the standard Gaussian distribution. Let σk denotes the k-th largest199

singular value of JF . Then almost surely200

lim
L→∞

(
σk

∥JF ∥2

) 1
L

= exp
1

2

(
ψ(
n− k + 1

2
)− ψ(

n

2
)

)
< 1, k = 2, . . . , n, (10)

where ψ = Γ/Γ′ and Γ is the Gamma function. That means for a large L and any tolerance ϵ,201

Rankϵ(F ) drops to 1 exponentially with speed nCL, where C < 1 is a positive constant that only202

depends on n.203

Connection with Gradient Explosion Bengio et. al. [3, 37] discuss the gradient explosion issue of204

deep neural networks, where the largest singular value of the Jacobian matrix tends to infinity when205

the layer gets deeper. This problem could be viewed as a special case of Theorem 5 that investigates206

the behavior of all singular values of deep neural networks. The behavior of network ranks in fact207

manipulates the well-known gradient explosion issue. Rigorously, we have the following conclusion.208
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Figure 3: PCA dimension of feature spaces and rank of Jacobian matrix for commonly seen network
components under standard Gaussian inputs and randomized weights. Convolution and FC layers tend
to lose rank considerably; normalization layers, like InstanceNorm (IN) [45], LayerNorm (LN) [2],
and GroupNorm (GN) [51], lose rank modestly. But none can preserve rank.

Corollary 1. Under the condition of Theorem 5, then almost surely gradient explosion happens at an209

exponential speed, i.e., log ∥JF ∥2 = log σ1 ∼ L
2 (log 2 + ψ(n/2)) → ∞ when L is large.210

4.3 Validations211

Setup In this section, we validate our theory in three types of architectures of benchmark deep212

neural networks, CNNs, MLPs, and Transformers, in the ImageNet [13] data domain. Information of213

those networks is listed in Tab. 1. For validating the tendency of network rank of Jacobian matrices,214

we use the numerical rank of sub-matrices of Jacobian on the central 16×16×3 image patch of input215

images. We report the results of other choices of patches in the Appendix. When measuring rank, we216

set ϵ = eps×N , where eps is the digital accuracy of float32 (i.e., 1.19e− 7) and N is the number217

of singular values of the matrix to measure. This threshold represents the minimum digital accuracy218

of numerical rank we can capture in data stored as float32. All the experiments are conducted on the219

validation set of ImageNet and NVIDIA A100-SXM-80G GPUs.220

Diminishing of Rank of Jacobi As is discussed in Sec. 3.2 and Lemma 2, partial rank of Jacobian221

is a powerful weapon for us to detect the behavior of huge Jacobian matrices, which are infeasible222

to compute in practice. The decent value of partial ranks of adjacent sub-networks provides lower223

bound to the decent value of full ranks of them. Fig. 1 (a,b,c) report the partial rank of Jacobian224

matrices of three types of architectures, where we can find consistent diminishing of partial ranks in225

each layer. This indicates a larger rank losing in the full rank of Jacobian matrices.226

Intrinsic Dimension of the Final Feature Manifold To get a further estimation of how many227

dimensions remain in the final feature representation, we measure the classification dimension228

in Fig. 2 and Tab. 2. We report the classification accuracy produced by projecting final feature229

representations to its top k% eigenvectors in Fig. 2. We choose a threshold of ϵ such that this230

procedure can reproduce 95% of the original accuracy of the network. The corresponding ClsDim is231

reported in Tab. 2. As discussed in Sec. 3.3, this gives an estimation of the intrinsic dimension of the232

final feature manifold. We can find a universal low-rank structure for all types of networks.233

Implicit Impetus Theorem 5 gives an exponential speed of rank decent by layers. We find that234

it corresponds well with practice. We investigate this exponential law in a toy network of MLP-50,235

which is composed of 50 dense layers, each with 1,000 hidden units. The MLP-50 network takes236

Gaussian noise vectors of R1000 as inputs, and returns a prediction of 1,000 categories. As all the237

feature manifolds are linear subspaces in this case, their intrinsic dimensions can be directly measured238

by the numerical rank of their covariance matrices. We report the full rank of Jacobian matrices239

and intrinsic dimensions of feature manifolds under three different randomly chosen weights in240

Fig. 1 (d,e,f). Due to the digital accuracy of float32, we stop calculation in each setting when the241

absolute values of elements of the matrices are lower than 1.19e− 7. We can find beautiful curves242

of exponential laws in all cases for both rank of Jacobian and intrinsic dimensions of features. By243

comparison, we can further find that the rank of benchmark deep neural networks on ImageNet bears244
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(a) Independence deficit: Classification confidence of some categories are lineally decided by a few other categories with fixed coefficients.

𝑖𝑘

𝑖1

𝑖2

…

‘broccoli’ × 𝝀𝑖1

‘guinea pig’ × 𝝀𝑖2

‘Angora rabbit’ × 𝝀𝑖𝑘

Pretrained Classification Network Logits

Is ‘hamster’?

…

Inputs

Original Acc. on ‘hamster’ = 48.6% Original Acc. on ‘junco’ = 76.1% Original Acc. on ‘Egretta albus’ = 70.0%

𝐴𝑐𝑐. = 99% 𝑂𝑟𝑖𝑔𝑖𝑛𝑎𝑙 𝐴𝑐𝑐. !

Figure 4: Independence deficit. Classification confidence of some ImageNet categories are lineally
decided by a few other categories with fixed coefficients in the whole data domain. We illustrate this
phenomenon in (a). Here we present some results from ResNet-50, GluMixer-24, and Swin-T. In the
(b,c,d) we illustrate the categories of i1, ..., ik (in the surrounding) to linearly decide category i (in
the center) and their corresponding weights λi1 , ..., λik . The classification accuracy on the validation
set of using Eq. (12), instead of the true logits, to predict the label is reported in blue (if tested on
positive samples only, the accuracy rates are 98%, 90%, 82% for cases in (b,c,d) correspondingly).
For comparison, the original accuracy for the corresponding categories are reported in green. We
can find that 1) a few other categories can decide the confidence of the target category i; 2) some
very irrelevant categories contribute the largest weights. For example in (c), the logits of class ‘junco’
is the negative of ‘triumphal arch’. Both of them indicate a rather drastic competition of different
categories for independent representations in final features due to the tight rank budgets.

a striking resemblance to the exponential law of our toy setting, which confirms the proposed implicit245

impetus in those models.246

Structural Impetus We validate the structural impetus in Fig. 3. To give an estimation for general247

cases, here we use Gaussian noises with the size of 128×8×8 as inputs, and randomize weights of the248

network components to be validated. We plug those components into a simple fully-connected (FC)249

layer of 8,192 hidden units. As the structure is simple, we directly measure the intrinsic dimension of250

feature spaces and the full rank of Jacobian matrices before and after the features pass the network251

components to be measured. The dimension is determined by the number of PCA eigenvalues [22, 49]252

larger than 1.19e − 7 × N × σmax, where N is the number of PCA eigenvalues, and σmax is the253

largest PCA eigenvalue. The batch size is set to 5,000. We find convolution (the kernel size is 3× 3)254

and FC layers (the weight size is 8,192) tend to lose rank considerably, while different normalization255

layers also lose rank modestly. But none of them can preserve rank invariant.256

Possible Remission Approaches to Rank Diminishing There are quite some techniques, at least257

in theory, can remiss the network rank diminishing. Typical examples are skip connection [14] and258

BatchNorm [12], which we will discuss in the Appendix due to page limitation.259

5 Independence Deficit of Final Feature Manifolds260

In this section, we provide a further perspective to study the low-rank structure of the final feature261

manifold, which induces an interesting finding of independence deficit in deep neural networks. We262
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have already known that the final feature representations of deep neural networks admit a very low263

intrinsic dimension. Thus there are only a few independent representations to decide the classification264

scores for all the 1,000 categories of ImageNet. It is then curious whether we can predict the outputs265

of the network for some categories based on the outputs for a few other categories, as illustrated in266

Fig. 4 (a). And if we can, will those categories be strongly connected to each other? A surprising fact267

is that, we can find many counter examples of irrelevant categories dominating the network outputs268

for given categories regarding various network architectures. This interesting phenomenon indicates269

a rather drastic competing in the final feature layer for the tight rank budgets of all categories, which270

yields non-realistic dependencies of different categories.271

To find the dependencies of categories in final features, we can solve the following Lasso problem [43],272

λ∗ = argmin
λi=−1

Ex[∥λTWF (x)∥22] + η∥λ∥1, (11)

where F (x) ∈ R1000 is the slice of network from inputs to the final feature representation, x is the273

sample from ImageNet X , andW is the final dense layer. The solution λ∗ will be a sparse vector,274

with k non-zero elements λi1 ≥ λi2 ≥ ... ≥ λik , k ≪ 1000. We can then get275

logits(x, i) ≈ λi1 logits(x, i1) + ...+ λik logits(x, ik), i /∈ {i1, ..., ik}, k ≪ 1000,∀x ∈ X , (12)
where logits(x, ij), j = 1, . . . , k is the logits of network for category ij , i.e., logits(x, ij) =276

WijF (x). It is easy to see that outputs for category i is linearly decided by outputs for i1, ..., ik and277

is dominated by outputs for i1.278

In Fig. 4 we demonstrate the solutions of Eq. (12) for three different categories in ImageNet with279

η = 20, and network architectures ResNet-50, GluMixer-24, and Swin-T. The results are surprising.280

It shows that many categories of the network predictions are in fact ‘redundant’, as they are purely281

decided by the predictions of the other categories with simple linear coefficients. In this case, the282

entanglement of different categories cannot be avoided, thus the network may perform poorly under283

domain shift. An even more surprising finding is that, some very irrelevant categories hold the largest284

weights when deciding the predictions of the redundant categories. This means that the networks285

just neglect the unique representations of those categories in training and yield over-fitting when286

predicting them.287

6 Related Work288

Previous studies of rank deficiency in deep neural networks follow two parallel clues. One is the289

study of rank behavior in specific neural network architectures. [14] studies deep networks consisting290

of pure self-attention networks, and proves that they converge exponentially to a rank-1 matrix291

under the assumption of globally bounded weight matrices. [12] studies the effect of BatchNorm on292

MLPs and shows that BatchNorm can prevent drastic diminishing of network ranks in some small293

networks and datasets. Both of those works avoid directly validating the behavior of network ranks in294

intermediate layers due to the lacking of efficient numerical tools. An independent clue is the study295

of implicit self-regularization, which finds that weight matrices tend to lose ranks after training. [34]296

studies this phenomenon in infinitely-wide, over-parametric neural networks with tools from random297

matrix theory. [1] studies this phenomenon in deep matrix decomposition. Those works focus on the298

theoretical behavior of network ranks induced by the training process instead of network depth.299

7 Conclusion300

This paper studies the rank behavior of deep neural networks. In contrast to previous work, we301

focus on directly validating rank behavior with deep neural networks of diverse benchmarks and302

various settings for real scenarios. We first formalize the analysis and measurement of network ranks.303

Then under the proposed numerical tools and theoretical analysis, we demonstrate the universal rank304

diminishing of deep neural networks from both empirical and theoretical perspectives. We further305

support the rank-deficient structure of networks by revealing the independence deficit phenomenon,306

where network predictions for a category can be linearly decided by a few other, even irrelevant307

categories. The results of this work may advance understanding of the behavior of fundamental308

network architectures and provide intuition for a wide range of work pertaining to network ranks.309
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