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Abstract

Keyword search is a fundamental task to retrieve information that is the most1

relevant to the query keywords. Keyword search over graphs aims to find subtrees2

or subgraphs containing all query keywords ranked according to some criteria.3

Existing studies all assume that the graphs have complete information. However,4

real-world graphs may usually contain some missing information (such as edges or5

keywords), thus making the problem much more challenging. To solve the problem6

of keyword search over incomplete graphs, we propose a novel model named7

KS-GNN based on the graph neural network and the auto-encoder. By considering8

the latent relationships and the frequency of different keywords, the proposed9

KS-GNN aims to alleviate the effect of missing information and is able to learn10

low-dimensional representative node embeddings that preserve both graph structure11

and keyword features. Our model can effectively answer keyword search queries12

with linear time complexity over incomplete graphs. The experiments on four13

real-world datasets show that our model consistently achieves better performance14

than state-of-the-art baseline methods in graphs having missing information.15

1 Introduction16
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Figure 1: Example of keyword search on incom-
plete graphs

Keyword search is an important research topic17

which allows users to provide query keywords18

and returns the most relevant results. The key-19

word search over graph data [1] usually retrieves20

top-k subtrees or subgraphs which contain all21

the query keywords ranked according to some22

criteria. For example, He et al. [2] propose a23

general scoring function considering both graph24

structure and content, and they aim to find top-k25

nodes where each node can reach all query key-26

words, and the sum of its shortest path distances27

to these keywords is as small as possible. This28

ranking method is commonly used in later graph29

keyword search works [3, 4].30

All existing studies assume that the graph data is complete and has no missing information. However,31

real-world graphs may usually have some missing edges [5] and missing attributes on some nodes [6].32

This renders previous graph keyword search methods fail in finding exact answers when dealing33

with such incomplete graphs. Figure 1 shows an example keyword search query over graphs. Given34

q={c, e, f}, on the left graph G with no missing information, the best node is v4, since it contains35

keywords c and f , it can reach v5 containing e, and its sum of the shortest path distances to all36

Submitted to 35th Conference on Neural Information Processing Systems (NeurIPS 2021). Do not distribute.



query keywords is the smallest which is 1 (the shortest distances of v4 to c, e, and f are 0, 1, and37

0). However, on the right graph G′ which has a missing edge and a node with missing attributes, the38

result becomes v1, v2 or v6, and the subtree consists of {v1, v2, v6}, with a total distance of 2.39

To handle the missing information, one simple idea is to first utilize some state-of-the-art graph40

completion models (such as SAT [6]) to predict the missing information and then apply the existing41

algorithms (such as BLINKS [2]) to find the answers from the graph with predicted keywords and42

edges. However, such a completed graph contains many noises and errors comparing with the original43

graph, and thus this method has poor performance as shown in our experimental study. To capture44

the latent information of the incomplete graphs, we propose to utilize the graph neural network45

(GNN) for graph keyword search. GNN has been widely applied in tasks such as link prediction,46

node classification, and node clustering [7, 6, 8], but existing models cannot be directly applied to47

keyword search since they usually embed all the features (keywords) of a node into a single vector48

and they cannot obtain the representation for the individual query keywords.49

We firstly design two naive approaches based on GNN and dimension reduction. To achieve better50

performance, we propose a novel auto-encoder and GNN-based model using the message passing51

mechanism, called KS-GNN. The model mainly consists of three components: an encoder that52

transforms the original keyword information to low-dimensional embedding vectors; a decoder53

that aims to reconstruct the high-dimensional representation of keywords from the embedding; a54

message passing-based aggregation mechanism that preserves the shortest path information between55

keywords and the target node. Different from the existing graph keyword search works, we propose to56

leverage GNN to obtain representative node embedding that contains the keyword information, taking57

the latent graph structure, keyword distribution, and keyword frequency information into account.58

Meantime, the proposed KS-GNN is able to encode the input query as a low-dimensional vector by59

its learned powerful encoder, and the results are obtained by computing the similarity between the60

query embedding and node embeddings. This also speeds up the query processing to the cost of linear61

time complexity.62

The main contributions of our approach are as follows:63

• To our best knowledge, this is the first work on keyword search in graphs with missing64

information.65

• We propose an auto-encoder and GNN-based model KS-GNN to solve the problem effec-66

tively without having to know the complete information of the input graph.67

• The experimental results on several real-world datasets show that our proposed model68

consistently outperforms several baseline methods.69

2 Related Work70

Keyword Search in Graphs. Keyword search over graph data aims to find the top-k subtrees or71

subgraphs according to some ranking criteria. The conventional methods design algorithms assuming72

that the graphs have complete information. For example, DBXplorer [9] proposes to utilize the73

number of the answer’s edges as the scoring function. BANKS [10] model tuples as nodes in a graph74

and then performs keyword search using proximity-based ranking. He et al. [2] proposes a general75

ranking function considering both graph structure and content. BLINKS also builds an efficient76

bi-level index structure to improve efficiency. Kargar and An, motivated by the Steiner tree problem,77

use the total edge weight in ranking answers [11]. There also exists studies on keyword search in78

temporal graphs [12], uncertain graphs [13], knowledge graphs [14], RDF graphs [15], etc. However,79

real-world graphs may usually be incomplete. As all the state-of-art keyword search methods retrieve80

the exact answer, the missing information (keywords or edges) imposes a significant effect on the81

query results. To address this issue, we propose a graph representation learning-based solution to82

solve the top-k keyword search problem on incomplete graphs.83

Graph Neural Networks. As a powerful branch of graph representation learning methods, the84

graph neural network has been widely used in recent years due to its excellent performance. The85

models in the early years are usually based on the so-called graph convolutional network (GCN) [16,86

17, 18], which is based on the Fourier transform theory of graphs developed by Shuman et al. [19].87

However, research in recent years has shown that the GCN-based methods can be represented by88
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the message passing mechanism, which is more consistent with the experimental results [20]. The89

Graph Attention Network (GAT) [21] is one of the representatives of graph neural networks based on90

the message passing mechanism. GAT introduces the attention mechanism to calculate the attention91

coefficient between nodes and then uses it to assign different weights to neighbors’ information.92

Based on the auto-encoder and GCN, Graph auto-encoder (GAE) [22] is proposed to reconstruct93

the adjacency matrix. Moreover, there are some GNN-based works that aim to predict and impute94

missing data to a data matrix [23, 24, 6]. However, all the methods mentioned above cannot directly95

handle the graph keyword search problem. To our best knowledge, this is the first work that leverages96

GNN to process keyword search on incomplete graphs.97

3 Problem Statement98

A graph keyword search query q = (wq1 , wq2 , ..., wqm) contains a set of query keywords, and it99

searches relevant results from a graph1 G = (V, E ,W), where each node v ∈ V , each edge e ∈ E ,100

and each keyword w ∈ W . For each node v, it is associated with a set of keywords {wv
1 , w

v
2 , ..., w

v
n}.101

In this work, we study the keyword search problem over an incomplete graph. To alleviate the effect102

of the missing information to keyword search over incomplete graphs, we assume that in the original103

graph the query results are obtained by applying the BLINKS scheme [2] (a commonly used graph104

keyword search method). Given a query q, let s(v, q) denote the score of the node v. According105

to [2, 3, 25, 26, 27], s(v, q) =
∑m

i=1 distmin(v, wqi), where distmin(v, wqi) computes the shortest106

path distance from node v to a node containing wqi . BLINKS aims to find top-k nodes where each107

node can reach all query keywords in the graph, and the scores of the k nodes measured by s(v, q) are108

the smallest. E.g., in Figure 1(a), s(v4, q) = distmin(v4, c) + distmin(v4, e) + distmin(v4, f) = 1.109

Problem Definition. Given an incomplete graph G′ = (V, E ′,W ′, rw, re), where E ′ ⊆ E ,W ′ ⊆ W ,110

and the proportions of nodes with missing keywords and of missing edges in G are denoted by rw111

and re, respectively. Given a query q, the incomplete graph top-k keyword search problem aims112

to find a set S = (v1, v2, ..., vk) of k nodes from G′ such that for any vertex v′ /∈ S, s(v′, q) ≥113

max({s(vi, q)|vi ∈ S}).114

4 Proposed Methods115
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Figure 2: An illustration of the message passing
and aggregation of Conv-OH, where v3 is a target
node and it aggregates keyword information from
its neighbors.

We propose to solve the keyword search prob-116

lem with an unsupervised graph representation117

learning method, since the representative low-118

dimensional node embeddings can capture the119

latent information of the input incomplete graph120

and thus can help recovering the missing infor-121

mation. In addition, low dimensional node em-122

beddings can speed up the query processing by123

comparing the node embedding with the gen-124

erated query embedding at the cost of linear125

complexity. In this section, we first propose two126

naive methods that are based on GNN and di-127

mensionality reduction methods and then we128

introduce our proposed KS-GNN in details.129

4.1 Naive Methods130

Conv-OH. Graph convolutional layer has been widely used in GNNs, which enables GNN models131

to gather information from neighbor nodes. Our first naive method Conv-OH utilizes the graph132

convolutional layer and takes the one-hot encoding of keywords as the input feature for nodes.133

Specifically, with |V| = N and |W| = M , the one-hot encoding of node v is denoted by x = {0, 1}M134

with hv,j = 1 if wj is a keyword associated with v and 0 otherwise. Therefore, the input feature135

matrix is denoted by X ∈ {0, 1}N×M . Let Hl denote the output node embedding of the l-th layer,136

1For ease of presentation, we focus on the undirected graphs, and it is easy to extend the proposed method in
directed graphs by passing messages along the edges.
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and we have:137

hl+1
v = Aggregate

(
{f(hl

u),∀u ∈ N (v)} ∪ {hl
v}
)
, (1)

where H0 = X, f(·) denotes a transform function and N (v) denotes the neighbors of node v. Using138

the combined distance as the scoring function (described in Section 3), Eq. (1) can be written as:139

hl+1
v = Ω

(
{sgn(hl

u) ◦ (hl
u + 1),∀u ∈ N (v)} ∪ {hl

v}
)
, (2)

where Ω(·) denotes the element-wise minimum function which ignores zeros, and sgn(h) denotes the140

sign function that returns a vector with the signs of the corresponding elements of h (the sign of an141

element is 1 if the element is positive and 0 otherwise). For instance, Ω({[0, 0, 1, 1], [2, 0, 0, 2]}) =142

[2, 0, 1, 1], and sgn([0, 2, 0, 3]) = [0, 1, 0, 1].143

With Eq. (2), the output of Conv-OH is an N ×M matrix, denoted by Z. Note that there is no dimen-144

sionality reduction in Conv-OH and thus this method consumes huge space. The node embedding hl
v145

of v also represents the shortest path distances between the keywords and v. Specifically, if hlv,i > 0,146

it means that the shortest path distance between v and wi is hlv,i − 1, and v cannot reach wi within147

l hops if hlv,i = 0. Hence, Conv-OH is able to return the same answer as does BLINKS [2], if the148

graph has no missing information.149

For the query processing, given q, we can obtain the one-hot encoding of q, denoted by xq . Therefore,150

given the output node embedding Z, the sum of graph shortest-path distances between nodes and the151

query keywords can be computed with xqZ
>, and the space complexity is O(NM). It is obvious152

that Conv-OH cannot deal with the missing information, but it provides some hints to propose more153

advanced methods.154

Conv-PCA. Principal component analysis (PCA) is a classic dimensionality reduction technique155

in multivariate statistical analysis [28]. In order to facilitate data storage and query processing, we156

propose another naive PCA-based method to solve the keyword search problem.157

Given the one-hot encoding matrix X as the input feature matrix, PCA is able to keep d principal158

components of X with Xp = XU>, where the rows of U ∈ Rd×M form an orthogonal basis for the159

d features that are decorrelated [29]. It is worth noting that we can obtain the reconstructed feature160

matrix X′ with X′ = XpU. The learning object is to minimize Lpca = ||X′ −X||22, where || · ||2161

denotes the L2 norm.162

Taking Xp as the initial node embedding (H0 = Xp), we propose Conv-PCA to leverage similar163

graph convolutional layers of Conv-OH as below:164

hl+1
v = max

(
{αhl

u,∀u ∈ N (v)} ∪ {hl
v}
)
, (3)

where α ∈ (0, 1) is a decay parameter used to estimate the shortest path distances in Eq. (3), since165

the dimension is reduced from M to d and thus it is difficult to discriminate M keywords within166

the d dimensions (d�M ). Specifically, a larger cumulative decay corresponds to a larger shortest167

path distance. This mechanism performs better than directly using PCA in experiments as shown168

in Section 5.3. For the query processing, given q, we can obtain the query embedding hq = xqU
>.169

Therefore, given the output node embedding Z, the similarity scores between nodes and the query170

keywords can be computed by hqZ
> with linear space complexity O(dN), where the dimension d is171

a small constant.172

Compared with Conv-PCA, Conv-OH utilizes each element of hv to record the shortest path distance173

between keywords and v and cannot reduce the dimension of node embedding. Conv-PCA can more174

efficiently process the keyword search query and requires less space than Conv-OH, but both of them175

cannot well handle the missing information in incomplete graphs.176

4.2 KS-GNN177

Based on the prior discussions on Conv-OH and Conv-PCA, we present the desiderata that guide the178

development of our method for tackling keyword search as follows:179

Dimensionality Reduction. Taking the one-hot encoding matrix X as input, it is difficult to afford180

the cost of generating an output with size N ×M . Therefore, the model should be able to reduce the181

dimensions of the output node embedding M to a lower level.182
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Figure 3: An illustration of the message passing and aggregation of our KS-GNN model.

Key Information Preservation. Some keywords and edges information may be lost in the process of183

dimensionality reduction, which affects the performance of keyword search. The model should retain184

as much key information as possible to guarantee results quality.185

Adaptive Encoding. When generating node embedding, the model should consider the structure186

information of the target node centered subgraph and the distribution of keywords on the subgraph,187

rather than only considering the keywords of the target node. Specifically, to recover the missing188

keywords information in the incomplete graph, the model should be able to capture latent relationships189

among different keywords. For instance, a pair of keywords "AI" and "ML" often co-occur on nodes190

near to each other (e.g., one-hop neighbors). Given a node containing "AI", it is natural to assume that191

the neighbor of this node is more likely to contain "ML" than the nodes whose one-hop neighbors do192

not contain "AI".193

Keyword Frequency Awareness. Based on the scoring function in Section 3, the returned top-k nodes194

tend to be decided by the query keywords with low frequency compared to the high-frequency ones.195

Thus, for a given keyword, the number of nodes containing it (we denote this by the keywords’196

node frequency) can reflect its importance to the query processing, similar to the inverse document197

frequency (IDF) used in information retrieval. The keyword set of the whole graph can be regarded198

as a corpus and the keyword set of each node can be regarded as a document. Therefore, the model199

should encode keywords taking in consideration of their frequencies, which are measured based on200

the keyword node frequency in the whole graph2.201

Based on these desiderata, we propose an auto-encoder based Keyword Search Graph Neural Network202

(KS-GNN) for tackling the problem in incomplete graphs. An illustration of the message passing and203

aggregation mechanism for generating the node embedding h3 with KS-GNN is provided in Fig. 3.204

Encoder and Decoder. KS-GNN employs an encoder f to generate low-dimensional node em-205

bedding for dimensionality reduction. Recall that in Conv-PCA, the dimension reduction caused206

information loss and it is hard to discriminate keywords in the low-dimensional space. To address207

this issue, for the sake of key information preservation, KS-GNN employs another decoder g which208

aims to reconstruct the input from embedding space. By training f simultaneously with g, the output209

embedding of f is able to preserve key information of the input graph. Given the one-hot encoding210

matrix X as the input, we define H = f(X) where H ∈ RN×d. For the decoder, it is defined as211

X′ = g(H) where X′ ∈ RN×M .212

In this work, we utilise the multi-layer perceptron (MLP) with a nonlinear activation layer [30] as213

both non-linear encoder and decoder. It is worth noting that MLP can be replaced by a more complex214

neural network. Our goal here is to use simple encoder and decoder to show the advantages of the215

proposed mechanism. In addition, as a conventional learning objective of the auto-encoder, f and g216

are trained to minimize:217

L1 =
1

N
||X′ −X||22. (4)

It is worth noting that the representation PCA learns is essentially the same as that learned by a218

basic linear auto-encoder, but the encoder f here is not required to generate embedding based on the219

primary components.220

2The multi-occurrence of a keyword on one node only contribute 1 to this keyword’s node frequency.
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Message Passing and Aggregation. The message passing and aggregation mechanisms for both221

Conv-OH and Conv-PCA are based on the orthogonal basis and decorrelated features. However,222

in KS-GNN, its encoder f transforms the input without any basis, and thus we cannot simply223

apply the max(·) function to capture the information of the nearest keywords on a node. Thanks224

to the reconstruction ability of the decoder g, we can utilise g to reconstruct the M -dimension225

encoding during the message passing and then using max(·) at this step. Moreover, if the learned226

node embedding contains the latent information of the missing keyword of the incomplete graph, g227

can also help recover the missing keywords during the reconstruction. Formally, given the output228

node embedding Hl of l-th layer, we have:229

hl+1
v = f

(
max

(
{αg(hl

u),∀u ∈ N (v)} ∪ {g(hl
v)}
))

, (5)

where α ∈ (0, 1) is a decay parameter that is the same as the one in Eq. (3). As Eq. (5) shows, the M -230

dimension embedding will only be generated by g during the message passing and aggregation, while231

the hidden node embedding and the final output node embedding are both d dimensions. Therefore,232

it meets the requirement of dimensionality reduction. The message passing and aggregation can be233

processed in parallel, and the time-complexity is acceptable. It is worth noting that in incomplete234

graphs, due to the mechanism of message passing and aggregation, nodes without any keyword235

information can still be embedded accordingly.236

Subgraph keywords-based Node Similarity. To realize adaptive encoding, we propose to train237

KS-GNN by a triplet siamese network [31] with a triplet loss [32] according to the subgraph238

keywords-based node similarity, which enables KS-GNN to capture the latent missing keyword and239

edge information on incomplete graphs. For a node v, we consider the subgraph SGv containing all240

the neighbors of v within k hops for measuring node similarity. The one-hot encoding of this subgraph241

SGv is denoted by xSGv
. For instance in G′ shown in Fig. 1, given k = 1, the 1-hop subgraph of v5242

contains keywords {a, c, d, e, f} with the corresponding one-hot encoding xSG′
5

= (1, 0, 1, 1, 1, 1).243

Similarly, the one-hot encoding of the subgraphs around v4 and v6 are xSG′
4

= (1, 1, 1, 0, 0, 1) and244

xSG′
6

= (1, 1, 1, 1, 1, 1), respectively. Therefore, taking the dot product of embedding as the simi-245

larity scoring function, we can compare the similarity between (v5, v4) and (v5, v6) by comparing246

xSG′
5
x>SG′

4
= 3 and xSG′

5
x>SG′

6
= 5. Specifically, xSG′

5
x>SG′

4
< xSG′

5
x>SG′

6
indicates (v5, v6) are247

more similar than (v5, v4) in G′.248

Given G′, the KS-GNN model denoted by φ, and a sampled batch of triplets T = {t1, t2, ...tn} =249

{(vo1, vp1, vq1), (vo2, vp2, vq2), ..., (von, vpn, vqn)}, KS-GNN is trained to minimise:250

L2 =
1

|T |
∑
ti∈T

max

(
m− 1(ti)

(
φ(X)oiφ(X)>pi

− φ(X)oiφ(X)>qi

)
, 0

)
, (6)

where m is a margin hyper-parameter of the hinge loss, 1(·) denotes an indicator function that 1(ti)251

returns 1 if (voi, vpi) are more similar than (voi, vqi) and −1 otherwise. Thus, KS-GNN can learn252

the structure and keyword information from the subgraphs involved.253

For large-scale datasets, it might be time-consuming to compute 1(ti). In this case, it is acceptable to254

intuitively sample T based on the links. For example, for a sampled node voi , vpi
can be sampled255

from the 1-hop neighbors of voi , and vqi can be negatively sampled from unconnected nodes of voi ,256

thereby setting 1(ti) to 1. Eq. (6) still takes both the graph structural information and the keyword257

distribution into account by feeding the one-hot encoding of subgraph keywords to KS-GNN. In258

addition, minimizing Eq. (6) helps generate similar adaptive embedding for the keywords which259

co-occur commonly.260

Keyword Frequency-based Regularization. Intuitively, if a keyword appears on many nodes, it261

is regarded as less important than the keyword which appears on fewer nodes for query processing.262

Therefore, in this work, we consider the keyword node frequency, denoted by ci, that indicates the263

number of nodes containing keyword wi. For instance, in G′ shown in Fig. 1, c1 = 4 and c2 = 2 for264

keywords a and b, respectively. We propose to enhance the model’s keyword frequency awareness265

with a regularization that minimizes:266

L3 =
1

M

∑
wi∈W

ci||f(Ii)||2, (7)

6



where I denotes an M ×M identity matrix, and Ii denotes the i-th row of I. Feeding Ii in f can267

return the representation of keyword wi, and minimizing Eq. (7) aims to differentiate the lengths268

of keyword embeddings according to their keyword frequencies, thereby being aware of keyword269

frequency.270

To train KS-GNN, the final learning objective is to minimize:271

L = λ1L1 + λ2L2 + λ3L3, (8)
where λ1, λ2 and λ3 are hyper-parameters. By minimizing Eq. (8), we can optimize KS-GNN to272

generate informative node embedding which can capture the latent representation of missing keywords273

and edges. The superiority of the proposed KS-GNN is validated in Section 5.3.274

Query Processing. To process query q, given the one-hot encoding of q as xq , the trained encoder275

f and the learned node embedding Z, we can compute the similarity between the nodes and query276

with sq = f(xq)Z>, and the top-k answers can be found with the largest scores in sq. In addition,277

the space complexity of computing query processing is O(dN).278

5 Experiments279

In this section, we evaluate the performance of our proposed approach, KS-GNN, on four real-world280

datasets, including citation networks (CiteSeer), co-purchase networks (Video & Toy) and co-author281

networks (DBLP). The details of datasets, additional experimental results and analysis can be found282

in the supplementary materials.283

5.1 Baseline Methods284

We compare our model against five baseline methods, including a state-of-the-art deep learning285

based missing-data completion GNN model. More details on the baseline models are provided in the286

supplementary materials.287

• GraphSAGE [7] is a representative GNN-based graph embedding method. We add an MLP288

encoder for GraphSAGE to address the keyword search problem for GraphSAGE.289

• BLINK+SAT firstly predicts and completes the missing keywords and edges with a state-290

of-the-art missing-data completion GNN model SAT [6] and then utilises BLINK [2] to291

process keyword search on the new graph.292

• PCA is based on the classic dimensionality reduction technique [28].293

• Conv-PCA is a naive method proposed in Section 4.1.294

• Conv-rPCA is a variant of Conv-PCA that leverages U to reconstruct M -dimension em-295

bedding from hv .296

5.2 Experimental Setup297

In our experiments, we compare the proposed method with baseline methods for keyword search298

tasks in two kinds of graphs: (1) the graphs with only missing keywords; (2) the graphs with both299

missing keywords and edges. For each dataset, to simulate a real-world scenario and quantitatively300

control the ratios of missing information, we process the original datasets with two steps: (1) hide the301

keywords of randomly sampled nodes with a predefined proportion (denoted by rw) in the graph;302

(2) randomly hide a proportion (denoted by re) of the edges in the graph. Let nq = |q| denote the303

number of words in the query q, we randomly sample 100 queries as the test set for each value of nq304

ranging from 3 to 9 with a step of 2.305

In addition, in each incomplete graph, the validation set consists of 100 randomly generated queries306

with ground truth answers. We tune the hyper-parameters of compared methods with the grid search307

algorithm on the validation set, more details can be found in the Appendix. In terms of the evaluation308

metric, we use Hits@K, which is a common ranking metric that counts the ratio of positive edges that309

are ranked at the K-th place or above. The ground truth is the top-K answers retrieved by BLINK on310

the original graph for each dataset. Specifically, we report Hits@100, and more experimental results311

(Hits@10 and Hits@50) can be found in the appendix. Moreover, for each experiment, we conduct312

10 runs and report the average Hits scores.313
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Table 1: Method performance by Hits@100 (%) in graphs with only missing keywords.

Datasets rw 0.3 0.5 0.7

nq 3 5 7 9 3 5 7 9 3 5 7 9

Citeseer

GraphSAGE 1.72 5.38 6.72 3.91 9.33 4.15 2.77 4.99 9.68 7.26 8.29 6.75

BLINK+SAT 9.8 10.88 12.87 14.49 9.86 8.36 6.12 9.67 3.57 1.37 1.51 2.07

PCA 13.12 8.41 7.04 6.05 9.86 7.34 6.80 5.66 8.40 6.83 6.07 5.46

Conv-PCA 8.10 7.20 7.52 7.87 10.93 8.15 9.38 5.23 8.67 6.45 6.93 4.83

Conv-rPCA 24.66 28.91 33.79 34.92 24.99 26.72 29.85 32.52 22.37 27.15 31.11 34.42

KS-GNN 31.21 42.13 39.89 41.53 33.19 41.73 41.79 41.24 32.56 42.74 43.71 42.45

Video

GraphSAGE 0.49 0.30 0.06 0.03 0.44 0.14 0.00 0.05 0.34 0.35 0.21 0.16

BLINK+SAT 10.21 9.86 10.99 14.87 8.55 6.92 8.63 5.82 1.18 1.15 4.38 3.35

PCA 1.54 0.91 0.55 0.61 1.71 0.72 0.71 0.57 1.66 0.95 0.66 0.55

Conv-PCA 1.81 2.46 1.58 2.38 2.43 1.49 1.66 2.54 2.42 2.37 2.80 3.37

Conv-rPCA 10.19 12.23 16.15 21.37 11.26 15.62 19.51 23.87 10.66 15.57 19.17 25.36

KS-GNN 21.43 26.63 22.92 39.51 22.54 22.57 30.41 38.63 21.01 16.48 22.01 39.19

Toy

GraphSAGE 0.09 2.15 2.09 10.07 0.03 1.35 0.50 13.13 0.06 0.30 0.00 3.22

BLINK+SAT 11.02 9.73 7.71 11.28 8.97 7.91 7.73 6.14 0.63 1.23 1.15 1.77

PCA 1.85 0.47 0.66 0.43 1.40 0.42 0.43 0.39 1.23 0.42 0.45 0.34

Conv-PCA 15.37 15.92 17.96 14.60 11.92 11.37 16.35 12.95 12.48 11.64 13.44 11.81

Conv-rPCA 23.78 24.14 22.95 22.09 24.57 23.82 26.38 22.30 15.02 20.03 21.24 21.67

KS-GNN 25.42 26.41 28.84 28.51 29.26 34.03 30.12 25.72 18.82 25.29 35.15 23.16

DBLP

GraphSAGE 0.05 0.27 0.06 0.23 0.00 0.06 1.06 1.14 1.05 0.28 0.18 1.40

BLINK+SAT 8.37 9.97 8.05 9.89 3.91 4.01 3.23 4.56 4.75 1.93 3.53 3.29

PCA 3.22 2.95 2.22 2.08 3.22 2.65 2.27 1.90 2.83 2.30 1.76 1.74

Conv-PCA 5.51 5.96 5.19 6.28 4.32 7.36 5.51 7.67 3.18 4.37 1.21 2.58

Conv-rPCA 14.40 24.30 25.82 24.96 12.59 18.51 22.93 22.62 9.95 19.97 20.87 23.39

KS-GNN 24.41 34.67 39.98 43.70 22.21 31.56 39.97 40.99 20.44 28.84 33.96 36.73

5.3 Performance of Keyword Search314

Table 1 shows the comparison results in graphs with rw adjusted from 0.3 to 0.7 and nq adjusted315

from 3 to 9. As shown in the table, KS-GNN significantly outperforms the baselines, and changing316

rw will not affect its performance. Moreover, the performance of KS-GNN is better when more317

query keywords are given. As for the baselines, BLINK+SAT cannot maintain good performance318

when many keywords are missing. Compared with Conv-PCA, Conv-rPCA can address the keyword319

search in incomplete graphs much more effectively due to the proposed novel message passing320

and aggregation mechanism. Although Conv-rPCA has the same message-related mechanism as321

KS-GNN, KS-GNN always performs better. This reveals that the proposed learning objective and322

auto-encoder-based model are able to enhance the ability of representation learning. Since PCA323

focuses on each single node, it performs well when the query keywords are located on the same324

node. However, when nq increases, the query keywords tend to be located on different nodes, and325

the performance of PCA therefore decreases because it cannot gather neighbor information. By326

contrast, although GraphSAGE can aggregate information from neighbors, it sometimes performs327

worse than PCA, because only utilizing the max-pooling operator during the message aggregation328

cannot well distinguish the information from each unique keyword. This can be proved by that329

Conv-PCA performs better than both PCA and GraphSAGE, which also indicates the superiority of330

our proposed encoder and decoder-based message passing and aggregation mechanism.331

Table 2 presents the results of the comparison in graphs with both missing keywords and edges,332

where re is set to 0.3 and rw is adjusted from 0.3 to 0.7. As the table shows, KS-GNN significantly333

outperforms all the compared baseline methods, since only KS-GNN can learn the adaptive embedding334

and structural information from the incomplete graph with missing keywords and edges. Compared335

with Table 1, Table 2 shows that edge missing has no significant effect on the performance of KS-336

GNN, while the performance of the baseline methods decreases significantly with the increase of the337

missing edges. This proves the robustness of our proposed KS-GNN.338

5.4 Analysis of Keyword Frequency Awareness339
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Table 2: Method performance by Hits@100 (%) in graphs with both missing keywords and edges (re
= 0.3).

Datasets rw 0.3 0.5 0.7

nq 3 5 7 9 3 5 7 9 3 5 7 9

Citeseer

GraphSAGE 6.95 4.75 7.29 4.03 10.70 3.97 2.00 3.34 6.62 7.88 9.54 3.66

BLINK+SAT 6.67 7.33 8.27 8.47 4.24 5.23 5.85 4.92 1.04 2.64 2.91 2.21

PCA 11.24 8.41 7.04 6.05 9.86 7.34 6.80 5.66 8.40 6.83 6.07 5.46

Conv-PCA 10.27 8.17 7.40 8.31 11.83 8.47 10.15 5.33 9.12 7.39 8.32 4.58

Conv-rPCA 25.16 28.95 31.00 33.22 18.89 25.93 28.25 30.52 25.24 25.33 30.42 30.06

KS-GNN 29.97 38.12 40.32 41.63 30.17 38.56 36.61 41.94 30.61 40.29 40.65 40.10

Video

GraphSAGE 0.09 0.21 0.02 0.00 0.26 0.05 0.00 0.04 1.65 1.65 2.22 1.29

BLINK+SAT 1.67 1.85 2.48 1.44 0.08 0.99 4.96 2.97 2.19 1.77 0.78 1.21

PCA 1.54 0.91 0.55 0.61 1.71 0.72 0.71 0.57 1.66 0.95 0.66 0.55

Conv-PCA 1.05 1.59 0.83 2.01 1.43 0.81 0.74 1.23 1.25 1.25 1.31 1.38

Conv-rPCA 3.82 4.13 4.88 7.13 3.96 4.52 5.33 6.11 3.64 4.58 5.17 6.55

KS-GNN 12.81 8.34 12.88 21.86 10.01 7.68 7.18 20.30 10.34 10.31 13.90 19.03

Toy

GraphSAGE 0.00 0.14 0.74 1.24 0.01 0.24 0.46 4.77 0.00 0.21 0.23 0.71

BLINK+SAT 6.40 4.32 2.59 6.79 3.53 2.68 5.92 2.16 1.87 1.65 0.94 0.54

PCA 1.85 0.47 0.66 0.43 1.40 0.42 0.43 0.39 1.23 0.42 0.45 0.34

Conv-PCA 7.92 7.00 7.40 7.04 4.66 3.37 5.06 4.13 4.76 4.49 5.37 4.55

Conv-rPCA 10.12 9.19 11.36 12.03 7.51 11.04 8.54 11.35 7.83 7.95 5.49 8.14

KS-GNN 12.83 12.28 12.66 13.66 12.09 11.96 10.88 15.80 8.27 12.97 8.92 9.34

DBLP

GraphSAGE 0.21 0.27 0.19 0.47 1.98 3.14 1.11 3.57 1.42 0.92 1.04 1.47

BLINK+SAT 9.01 9.91 6.79 8.54 5.56 4.86 4.35 2.71 1.7 0.36 0.68 0.03

PCA 3.22 2.95 2.22 2.08 3.22 2.65 2.27 1.90 2.83 2.30 1.76 1.74

Conv-PCA 4.49 5.48 4.89 5.81 3.35 5.92 4.46 6.17 3.23 4.26 1.32 2.36

Conv-rPCA 5.11 12.55 13.95 14.39 11.30 16.76 16.06 4.66 4.06 10.10 6.41 16.68

KS-GNN 22.07 26.14 33.67 36.09 17.26 25.20 28.26 32.14 17.12 24.69 27.18 28.14
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Figure 4: Comparison of the ability of keyword
frequency awareness by whether using L3 or not.

As discussed above in Section 4.2, we propose340

a novel learning objective for training KS-GNN341

that aims to enhance its ability of keyword fre-342

quency awareness. Therefore, in the incomplete343

graph with rw = 0.3 and re = 0, we conduct ex-344

periments which show the relation between the345

keyword frequency ci and the length of keyword346

embedding ||f(Ii)||2. We compare the results by347

setting λ3 to 1 or 0, which indicates whether to348

minimize Eq. (7) or not.349

As the figure shows, by minimizing Eq.(7), KS-GNN can significantly learn the keyword frequency350

awareness, which is reflected by the length of keyword embedding. It is presented that the keywords351

with high frequencies turn to be less important than before utilizing Eq. (7). Because compared352

with the long keyword embedding, shorter keyword embedding tends to be ignored during the query353

process. It is also interesting to notice that the lengths of some low-frequency keywords decrease.354

This is exactly what we expect since there are many low-frequency keywords in the graph, therefore355

it is meaningful to distinguish them according to their importance.356

6 Conclusion357

Keyword search in graphs is an important problem with many applications such as network analysis358

and recommendation. The keywords and edges in graphs might be lost or incomplete due to some359

reasons in real-world applications, such as storage limitation or privacy issues. In this paper, we study360

the keyword search problem in incomplete graphs and propose a novel auto-encoder and GNN-based361

method, KS-GNN. Compared to existing methods, KS-GNN is able to address the problem when362

some nodes have missing keywords or some edges are missing in the input graphs. The results of363

extensive experiments on real-world datasets reveal that KS-GNN significantly outperforms the364

state-of-the-art baseline methods on the incomplete graph keyword search task.365
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