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Abstract

A common observation regarding adversarial at-
tacks is that they mostly give rise to false acti-
vation at the penultimate layer to fool the classi-
fier. Assuming that these activation values cor-
respond to certain features of the input, the ob-
jective becomes choosing the features that are
most useful for classification. Hence, we propose
a novel approach to identify the important fea-
tures by employing counter-adversarial attacks,
which highlights the consistency at the penulti-
mate layer with respect to perturbations on input
samples. First, we empirically show that there
exist a subset of features, classification based in
which bridge the gap between the clean and ro-
bust accuracy. Second, we propose a simple yet
efficient mechanism to identify those features by
searching the neighborhood of input sample. We
then select features by observing the consistency
of the activation values at the penultimate layer.

1. Introduction
Despite their remarkable performance in a wide range of
real world problems, deep neural networks (DNNs) have
been shown to be vulnerable to adversarial attacks, where
a small perturbation to the input data can fool the network
(Bruna et al., 2014; Goodfellow et al., 2015; Carlini & Wag-
ner, 2017). Consequently, there has been a lot of work
in building robust models against these adversarial exam-
ples (Madry et al., 2018; Zhang et al., 2019; Shafahi et al.,
2019; Qin et al., 2019; Sehwag et al., 2020; Wu et al., 2020;
Gowal et al., 2020). The most successful approach to build-
ing robust DNN models is based on adversarial training (AT)
(Madry et al., 2018), where a network is trained on (approx-
imate) worst-case adversarial examples (often generated by
iteratively maximizing some loss function). Despite the
success of AT in increasing the robustness, the performance
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gap between the robust accuracy (adversarial examples as
input) and the clean accuracy (non-adversarial inputs) of an
adversarially trained model is still quite large (Madry et al.,
2018; Zhang et al., 2019; Tsipras et al., 2019; Yang et al.,
2020). Several modifications of AT have been proposed
to improve robustness, and to bridge the gap between the
robust and clean accuracies e.g., by label smoothing and
stochastic weight averaging (Chen et al., 2021), by using
additional unlabelled data (Carmon et al., 2019), and by
employing different activation functions (Xie et al., 2020).
However, these techniques result in marginal increases in
robust accuracy, and bridging the gap between robust and
clean accuracies has so far remained elusive.
In a parallel line of research, it has been argued that adver-
sarial examples are actually characteristics of the datasets
used for training (Ilyas et al., 2019). That is, the datasets
contain samples with both robust and non-robust features,
and adversarial examples exist due to the presence of these
non-robust features, which are exploited by the classifier
to improve its accuracy when trained on the dataset. It has
been further shown that an adversarially trained network (in-
directly) limits the effect of these non-robust features. Based
on this observation, minimizing the influence of non-robust
features could pave the way to building a robust model, but
until recently very little work is done in this area (Bai et al.,
2021; Yan et al., 2021; Xie et al., 2019). Note that, feature
selection is not a new problem in machine learning (Chen
et al., 2018a; Gao et al., 2016; Shrikumar et al., 2017; Brown
et al., 2012); however, existing schemes are generally used
for model interpretability and have not been investigated for
robustness against adversarial attacks.
We argue that the key limitation of AT as a defence mech-
anism is being oblivious to intrinsic properties of the ob-
served sample. By intrinsic properties we refer to the impact
of perturbations in the image domain to the distribution of
the activation values at the penultimate layer. Assuming that
each activation value corresponds to a different feature, the
change in the distribution of the activation values due to vari-
ations within a close neighbourhood of the image provides
an insight on their consistency, and helps to identify the
common features in the neighbourhood. Hence, we argue
that enforcing the classifier to perform predictions using
only these common features will enhance its robustness.
To achieve this, we propose a latent masking approach for
feature selection that conditions the classifier, such that,
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based on the additional side information obtained by search-
ing the close neighborhood of an input sample, the clas-
sifier utilizes only a subset of the activation values at the
penultimate layer. The side information acts as a certain
consistency measure on the activation values. We remark
here that the majority of existing works approach the feature
selection and activation masking problem by either identify-
ing the robust features in the image domain or by analyzing
the importance of each feature for the prediction of each
class. Instead, our aim is to search for a robust representa-
tion at the penultimate layer for each image, which can be
considered as a consensus representation for all the images
within the close neighbourhood of the original image.

2. Preliminaries
2.1. Adversarial Training (AT)
Let x ∈ Rn denote the input data that we want to classify to
a set of labels Y = {1, 2, . . . , Y }. We define the classifier
as a score function Fθ : Rn × Y → R, which assigns label
ŷ ∈ arg maxy∈Y Fθ(x, y) to x, where θ ∈ Θ denotes the
parameters of this score function. With a slight abuse of
notation, we also use F to denote the classifier, F (x) to
denote the label assigned to x, and F (x, y) to denote the
score of class y for input x. For a DNN architecture, F
consists of L layers, i.e., F = fL ◦ fL−1 ◦ . . . ◦ f1, where
the last layer fL is a fully connected layer.
Let x be a correctly classified input, i.e., y = F (x) is the
true label. Furthermore, let Bε(x) denote the Lp-norm ball
of radius ε centered at x, i.e., Bε(x) = {x̃ : ‖x̃− x‖p ≤ ε}.
An adversarial attack on this classifier F aims to modify
the input x to x̃ ∈ Bε(x), such that F (x̃) 6= F (x). In prac-
tice, these adversarial examples are generated by optimizing
some loss function L on the classifier (Carlini & Wagner,
2017; Moosavi-Dezfooli et al., 2016; Chen et al., 2018b;
Laidlaw & Feizi, 2019; Madry et al., 2018).
AT has become de facto defense strategy against adversar-
ial attacks, which can be considered as a two-player game
formulated as the following min-max optimization problem:

min
θ

max
x̃∈Bε(x)

L(F (x̃, y), y), (1)

where x̃ is the adversarial sample. Hence, during training,
for each clean sample x, first an adversarial sample that
maximizes the loss L is chosen from the ball Bε(x), then
the network is trained based on the adversarial sample for
robustness at inference time.

2.2. Adversarial Examples and Activation Values
The impact of adversarial examples on the activation values
in a DNN is previously studied in (Bai et al., 2021; Yan
et al., 2021; Xiao et al., 2020). Let z(x) denote the activation
values at the penultimate layer for the input sample x, i.e.,

z(x) = F{L−1,...,1}(x) = fL−1 ◦ . . . ◦ f1(x). (2)

As highlighted in (Bai et al., 2021; Yan et al., 2021), when
an adversarial example x̃ is fed to network, one can observe
a significant change in the distribution of the activation
values in the penultimate layer compared to x. By detecting
and regulating these variations in the distribution of the
activation values the robust accuracy can be improved (Bai
et al., 2021; Yan et al., 2021).

We want to emphasize that previous works approached this
problem by analyzing the class-wise importance, while we
consider sample-wise consistency. To be more precise, pre-
vious works try to design an importance mask m for z(x̃),
such that mi denotes the importance of the activation value1

z
(x̃)
i for the prediction of a certain class. On the other hand,

our objective is to measure the consistency of the activation
values and design the mask accordingly. To clarify, let σi
be defined as σi := |z(x̃)i − z

(x)
i |, where x̃ ∈ Bε(x), then

by sample-wise consistency we refer to a strategy where
mask m is designed according to σi values, particularly by
choosing mi inversely proportional to σi for each image
separately, independent from its class prediction. In the next
section, we empirically show how such consistency measure
could help to match the clean and robust accuracies in AT.

3. Matching Clean and Robust Accuracies
Assume that there exists an oracle o, which can access the
clean sample x and the model θ, and hence, can obtain σ for
a sample x̃ ∈ Bε(x) i.e., σ = o(x̃;x,θ). Further, assume
that the oracle shares only a partial side information m(x̃),
where

m(x̃) = Stopk(σ). (3)

Here, Stopk(u) maps u ∈ Rd to m ∈ {0, 1}d such that
|m|0 = k and mi = 1 if ui is one of the k-largest val-
ues in u. Now, we argue that even side information m(x̃)
might be sufficient to bridge the gap between the clean and
robust accuracies. To verify this, we consider image classi-
fication on CIFAR-10 dataset (Krizhevsky, 2009) with the
ResNet-18 model (He et al., 2016) and use side information
1d −m(x̃), where 1d is a d-dimensional vector of ones,
directly as a mask for the activation values in the penulti-
mate layer z(x̃). For AT, we follow (Madry et al., 2018) and
use projected gradient descent (PGD) attack for 10 steps
denoted by PGD10; see Appendix A for full details. Since
classification is performed based on (1d −m(x̃)) ⊗ z(x̃),
we refer to this strategy as latent masking (LM) and the one
without any side information as proposed in (Madry et al.,
2018) as standard adversarial training (SAT).

We take k = 50 in Eq. (3) for estimating m. To evaluate
the robustness we employ the PGD attack with 20 steps,
denoted as PGD20, and the results are shown in Table 1.
Note that, for inference we apply the same mask m to both

1In general, this approach is not limited to the penultimate
layer.
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Table 1. Comparison of LM and SAT on CIFAR-10. “Last” and
“Best” refer to test accuracy at the end of training, and end of epoch
that gives the highest accuracy w.r.t. validation dataset respectively.

Method Robust (Last) Robust (Best) Clean

SAT 47.33 49.3 84.68
LM 81.63 82.8 83.18

Table 2. Test accuracy results for clean and adversarial samples
Train Test Robust Clean

SAT PGD20 47.33 84.68
LM PGD20 44.66 80.31
SAT PGD20 with LM 39.3 84.54

the clean and adversarial samples. We observe that when the
side information m is used both during AT and the inference
phase, robust accuracy increases by 33− 34% compared to
SAT. We also observe that clean and robust accuracies match
at around 83− 84%. This observation empirically supports
our claim that using the intrinsic information m on the
consistency of the activation values before the classification
step can help to match the clean and robust accuracies.

Next, we perform a complementary experiment to under-
stand the impact of LM on the training and inference phases
separately, and the result is shown in Table 2. When LM is
employed during training but not at inference, we observe a
drop in both clean and robust accuracies compared to when
LM is employed for both (cf. Table 1). Hence, using LM
during training alone is not sufficient for robustness. How-
ever, when we train the network with SAT and apply LM
only during inference, we observe that the clean accuracy
does not change significantly, while the robust accuracy
drops by around 8% compared to SAT. This indicates that
with SAT certain latent feature values are useful for the
adversarial samples, but may act as noise for clean data.
Hence, when LM is not used during training, the network
tries to memorize the non-consistent latent features. On the
other hand, using LM during training enforces the network
to focus on the latent features that are correlated between
the clean and adversarial data.

4. Side Information with Self-Supervision
We recall that, to obtain LM, we measure the consistency at
the penultimate layer z(x̃|θ) by employing an oracle that can
access the clean sample z(x|θ) as a reference point. Here
we try to address the question whether we can generate a
“good” reference sample x̂ from the observed sample x̃ to
obtain the mask m without an oracle, i.e.,

m = Stopk(|z(x̂|θ) − z(x̃|θ)|). (4)

This leads to two main challenges; defining a good reference
sample x̂, and generating it from the observed sample x̃. For
this, let Ic and Inc represent the set of indices for consistent
and non-consistent activation values, respectively, at the

penultimate layer of a given clean sample x. An activation
value i is considered consistent, i.e., i ∈ Ic, if

|z(x̂|θ)i − z
(x̃|θ)
i | ≤ β (5)

for any pair x̂, x̃ ∈ Bε(x) for some small β value. Further,
we assume that we do not know Ic but only its cardinality,
which is d− k. Under these assumptions, if there exists a
x̃s ∈ Bε(x) such that

|z(x̃s|θ)|0 = d− k, (6)

then one can directly use z(x̃s|θ) instead of masking the
latent values in z(x̃|θ). Even though such an x̃s may not
exist, it may still be useful to search for an x̃s with a sparse
representation at the penultimate layer z(x̃s|θ) to use as the
reference sample, since adversarial samples increase the
non-consistent activation values. Now, to search for x̃s, we
define a loss function Ls(x̃,θ) = |z(x̃|θ)|1 and consider
a gradient based approach to update the observed sample
iteratively, i.e., starting from x̂0 = x̃,

x̂t+1 = ΠBε(x̃)(x̂t+1 − α sgn(∇xLs(x̂t,θ))), (7)

where ΠBε(x̃) is the projection operator, sgn denotes the
sign operator, and α is the step size.
Hence, x̂ can be generated from x̃ at inference time by
using (7), and we call this procedure as compressive counter-
adversarial attack (CCA). By employing CCA, mask m
can be obtained by using Eq. 4, and this overall strategy is
denoted as LM with CCA (LM-CCA), where during training
clean samples are used as reference samples for LM, and
during inference a reference sample is obtained by self-
supervision only using the observed sample.

LM-CCA utilizes a fixed masking parameter k for all the
samples; however, the number of non-consistent features
may depend both on the sample itself and the adversarial at-
tack. To overcome this issue, we propose to use the sample
obtained by CCA, i.e., x̂, directly for inference. We show
that this strategy, which we refer to as latent compression
with CCA (LC-CCA), can also help to increase the robust
accuracy compared to SAT. Note that, in both LM-CCA
and LC-CCA, the sample x̂ obtained by CCA may not be
inside the ball Bε(x), which may limit its effectiveness. We
investigate this limitation further in Appendix B using the
oracle, where we perform additional experiments such that
the sample obtained by CCA is always projected to Bε(x).
Appendix C further extends this to practical scenarios and
we observe significant improvements in both the clean and
robust accuracies, which highlights the advantage of using
compressed representation at the penultimate layer.
Note that, in general, cross-entropy loss LCE is used
for training DNNs, however it makes the classifier over-
confident on the target probabilities (Hein et al., 2019;
Müller et al., 2019; Szegedy et al., 2016). This over-
confidence is particularly an issue for LM since it corre-
sponds to feature selection and the selected features may



165
166
167
168
169
170
171
172
173
174
175
176
177
178
179
180
181
182
183
184
185
186
187
188
189
190
191
192
193
194
195
196
197
198
199
200
201
202
203
204
205
206
207
208
209
210
211
212
213
214
215
216
217
218
219

Less is More: Feature Selection for Adversarial Robustness with Compressive Counter-Adversarial Attacks

Table 3. Accuracy comparison for CIFAR-10 dataset. We use the
claimed results for CIFS in (Yan et al., 2021)*

.

Method γ Robust (%) Clean (%)

SAT 0 47.33 84.68
CIFS* - 51.23 83.86
CIFS (FAT)* - 51.68 86.35
LM-CCA 0.1 63.4 (+16.07) 82.15 (-2.53 )
LC-CCA 0.2 54.63 (+7.3) 82 (-2.68)

change for the samples belonging to same class. This
happens because when we use LCE in LM we enforce
the classifier to focus on particular features for each sam-
ple. To mitigate this over-confidence we employ label
smoothing, where we use the target probabilities ỹ, i.e.,
ỹ = (1− γ)y + γ(1/c), where c is the number of classes,
y is a one hot vector of true target class, and γ is the label
smoothing parameter.

5. Experimental Evaluation
We train the ResNet-18 model with different configurations
of the LC-CCA and LM-CCA on CIFAR-10 and CIFAR-100
datasets (Krizhevsky, 2009), and similarly to (Rice et al.,
2020) we reserve 1000 images from the training set for
validation; see Appendix A for full details. We use PGD10

attack during training and PGD20 at inference. We generate
counter adversarial samples using Eq. (7).

Table 3 and Table 4 show the robust and clean accuracies
for CIFAR-10 and CIFAR-100 datasets, respectively, for the
last training epoch. We observe that both of the proposed
LM-CCA and LC-CCA schemes can achieve significant
improvements of 16% and 7.3%, respectively, in robust ac-
curacy compared to SAT on CIFAR-10 dataset. However,
we also observe some reduction in the clean accuracy, e.g.,
2.5% and 2.7% drop for LM-CCA and LC-CCA, respec-
tively. Furthermore, we observe that the label smoothing
parameter γ significantly impacts both the clean and ro-
bust accuracies. Although finding an optimal γ is out of the
scope of this work, from the results we consider γ = 0.1 and
γ = 0.2 as reasonable choices for LM-CCA and LC-CCA,
respectively. Additional results with different γ values can
be found in Appendix D. We also compare our results with
a state-of-the-art scheme for suppressing activation values
(Yan et al., 2021), denoted by CIFS. We observe that the pro-
posed schemes surpass CIFS in robustness evaluation. We
also provide additional results for our proposed approaches
using early stopping on the validation set in Appendix D.
Figure 1 shows the convergence behaviour of the LM-
CCA and LC-CCA schemes, respectively, on the CIFAR-10
dataset. We observe that LM directly on the activation
values (LM-CCA) can increase the instability of training
compared to a natural compression strategy in LC-CCA,
and we leave further investigation of this as future work.

(a) LM-CCA

(b) LC-CCA

Figure 1. CIFAR-10 training with different γ values for ResNet-18.
Test accuracies against PGD20 attack (solid lines) and for clean
data (dashed lines) are plotted.

Table 4. Accuracy comparison on the CIFAR-100 dataset.
Method γ Robust (%) Clean (%)

SAT 0 23.87 58.97
LM-CCA 0.1 28.59 (+4.72) 57.99 (-0.98)
LC-CCA 0.2 29.3 (+5.43) 57.58 (-1.39)

6. Conclusion
In this work, we showed how a consistency-based LM strat-
egy, which corresponds to feature selection, can significantly
increase the robust accuracy, and can even match the clean
and robust accuracies under supervision of an oracle. Ro-
bust feature selection is not a new concept in the literature,
but the novel aspect of our work is the alternative method
devised to identify the robust features by analyzing the con-
sistency at penultimate layer with respect to the perturba-
tions to the input sample. Furthermore, we also introduced
the concept of compressive counter-adversarial attack that
suppresses the activation values in a self-supervised manner
during the inference phase to verify the consistency of the
activation values.
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A. Experimental Setup
For all experiments, we use ResNet-18 models (He et al.,
2016) which are trained using SGD with momentum value
of 0.9, weight decay of 5 × 10−4 and an initial learning
rate of 0.1, which is divided by 10 at the 75th and 90th

epochs with a total training of 120 epochs. Clean im-
ages are normalized between values of 0 and 1 and aug-
mented with horizontal flip and random crop, and for la-
bel smoothing we consider smoothing parameter values
γ ∈ {0, 0.05, 0.1, 0.15, 0.2}. We set the ε = 8

255 in L∞
norm (maximum perturbation) and step size to 2

255 for PGD
attack for all the experiments. For counter adversarial attack,
we consider ε and step size same as PGD attack and number
of steps are 10 for all experiments.

B. Additional Results with Oracle
In this section we provide additional results for LM with
oracle. We follow the same experimental setup, but now
we try to observe the impact of the parameters k and γ and
discover the limits on the performance of the latent masking
strategy. We consider the parameters k = 50, 75, 100 and
γ = 0, 0.05, 0.1, 0.15 and the corresponding results are
shown in Table 5 for CIFAR-10 dataset. We observe that
when k = 50 and γ = 0.1, both clean and robust accuracy
can be as high as 89%. Similarly, Table 6 for CIFAR-100
dataset shows a high robust accuracy and clean accuracy
for γ = 0 and k = 100. These results clearly highlights
why feature selection is a promising direction for designing
defence strategies against adversarial attacks.

We also argue that the key limitation of the latent compres-
sion strategy with CCA is that the image obtained with the
counter adversarial attack may end up outside the ball Bε(x)
and this may limit the prediction accuracy. To verify that we
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Table 5. Accuracy comparison for CIFAR-10 dataset.

Method γ k Robust Clean

LM 0 50 81.63 83.18
LM 0 75 84.7 86.06
LM 0 100 81.17 84.15
LM 0.05 50 83.35 82.66
LM 0.05 75 78.1 80
LM 0.05 100 83.83 84.06
LM 0.1 50 89.02 89.45
LM 0.1 75 88.76 86.03
LM 0.1 100 86.91 86.27
LM 0.15 50 83.17 80.81
LM 0.15 75 82.73 83.99
LM 0.15 100 87.31 86.04

Table 6. Accuracy comparison for CIFAR-100 dataset.

Method γ k Robust Clean

LM 0 50 49.94 66.27
LM 0 75 54.8 69.9
LM 0 100 60.55 66.91
LM 0.05 50 40.34 59.98
LM 0.05 75 49.04 64.36
LM 0.05 100 48.37 60.65
LM 0.1 50 46.38 65.87
LM 0.1 75 59.11 69.47
LM 0.1 100 41.74 58.19
LM 0.15 50 46.57 65.22
LM 0.15 75 55.72 68.92
LM 0.15 100 56.14 66.67

can further improve the test accuracy if x̂ i.e., the sample
obtained by CCA can be projected back to ball Bε(x), we
consider an experiment setup with oracle o such that the
oracle o projects x̂ obtained by CCA into Bε(x), and corre-
sponding results for CIFAR-10 and CIFAR-100 datasets are
shown in Table 7 and Table 8, respectively. It can be seen
that as long as one can guarantee that the samples obtained
through CCA stays within ball Bε(x), then the compression
strategy can efficiently cancel the false activation of the ad-
versarial sample as we can achieve up to 80% robust and
90% clean accuracy simultaneously for CIFAR-10 dataset.
We obtain similar results for CIFAR-100 dataset and these
results indicate that the main limitation of the proposed LC-
CCA scheme is ending up with a sample x̂ that is outside
the ball Bε(x).

C. Extensions of LC-CCA
Based on superior results that we observed with LC-CCA
under the oracle assumption, we propose a further extension

Table 7. Accuracy comparison for CIFAR-10 dataset.

Method γ Robust Clean

LC 0 82 85.11
LC 0.05 78.7 89.78
LC 0.1 79.3 90.48
LC 0.15 74.42 90.6
LC 0.2 68.79 90.66

Table 8. Accuracy comparison for CIFAR-100 dataset.

Method γ Robust Clean

LC 0 58.93 64.17
LC 0.05 58.64 65.57
LC 0.1 58.12 65.54
LC 0.15 56.97 65.86
LC 0.2 56.15 66.82

of the LC-CCA scheme such that during the training and
inference phases we use a slightly different implementa-
tions of LC-CCA. More precisely, we only change it during
training where we already employ the oracle that utilizes
the information from clean sample. Recall that the counter-
adversarial attack searches for a sample x̂ with a sparse
representation based on the observed sample x̃ iteratively in
the following manner

x̂t+1 = ΠBε(x̃)(x̂t − α sgn(∇xLs(x̂t,θ))) (8)

starting from x̂0 = x̃. We remark that since x̂ ∈ Bε(x̃)
and x̃ ∈ Bε(x), ||x − x̂||∞ might be as high as 2ε. Thus,
while suppressing the false activation values CCA may also
damage useful features. To overcome this issue, we re-
place the projection ΠBε(x̃) used in Eq. (8) with ΠBε(x)
during the training phase. This strategy is particularly help-
ful for increasing the clean accuracy as shown in Table 9
for CIFAR-10 dataset. We denote this particular strategy
with LC-CCA?. The results show that by employing CCA
supervised by oracle during training we can improve both
the clean and robust accuracy such that LC-CCA? achieves
55.43% robust and 89.85% clean accuracy simultaneously.
We also observe that, when the LC-CCA? is employed it is
more beneficial to use smaller label smoothing parameter
γ. Based on this observation, we further consider a strategy
where we use a projection with extra margin parameter δ
during the training i.e., we use the projection ΠBε+δ(x) in
Eq. 8. We refer to this approach as LC-CCA?δ . We also
perform experiments with LC-CCA?δ by taking δ = 2

255 and
observe that robust accuracy increases around 4% and 12%
compared to the LC-CCA? and SAT respectively, while los-
ing only 1% in clean accuracy compared to LC-CCA? and
still 4% higher compared to SAT.
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Table 9. Accuracy comparison for CIFAR-10 dataset.

Method δ γ Robust Clean

SAT - 0 47.33 84.68
LC-CCA? - 0.05 55.43 89.85
LC-CCA? - 0.1 49 90.56
LC-CCA?δ 2/255 0.05 59.15 88.51
LC-CCA?δ 2/255 0.1 57.58 88.54
LC-CCA?δ 1/255 0 54.49 85.97
LC-CCA?δ 1/255 0.05 59.87 88.78
LC-CCA?δ 1/255 0.1 55.02 90.01
LC-CCA - 0.05 55.64 79.47
LC-CCA - 0.1 56.86 79.12

D. Additional Results For CIFAR-10 and
CIFAR-100 Datasets

In this section, we present additional results for different
values of label smoothing parameter γ for both LC-CCA
and LM-CCA schemes in Table 10 for CIFAR-10, and in
Table 11 for CIFAR-100, respectively. We also show the
best robust and clean accuracy results for the CIFAR-10 in
Table 12 and CIFAR-100 in Table 13. Similarly to (Rice
et al., 2020), we measure best accuracy according to the
validation set. From Table 12, both LM-CCA and LC-CCA
frameworks’ results show consistent trade off between ro-
bust and clean accuracy which is also inline with the Table
3.

Table 10. Accuracy comparison for CIFAR-10 dataset.

Scenario γ Robust Clean

SAT 0 47.33 84.68
LM-CCA 0.05 55.64 (+8.31) 79.47 (-5.21 )
LM-CCA 0.1 63.4 (+16.07) 82.15 (-2.53 )
LM-CCA 0.15 62.21 (+14.88) 81.75 (-2.93 )
LM-CCA 0.2 55.1 (+7.77) 79.49 (-5.19 )
LC-CCA 0.05 55.8 (+8.47) 80.21 (-4.47)
LC-CCA 0.1 56.86 (+9.53) 79.12 (-5.56)
LC-CCA 0.15 55.53 (+8.2) 79.68 (-5)
LC-CCA 0.2 54.63 (+7.3) 82 (-2.68)

We also plot the convergence behavior of the proposed LM-
CCA and LC-CCA strategies for the CIFAR-100 dataset to
highlight trade-off for different configurations in Figure 2 .
One can easily observe that convergence of the LM-CCA
strategy exhibits certain instability, while LC-CCA exhibits
comparatively smooth convergence behavior. However, LM-
CCA has a better classification accuracy since LC-CCA
may eliminate some useful features as well. We conjecture
that a hybrid approach that combines both strategies such
that instead of masking certain values completely, we can
instead use their compressed values (to prevent instability
that we observe in case of LM-CCA) will work better and

Table 11. Accuracy comparison for CIFAR-100 dataset.

Scenario γ Robust Clean

SAT 0 23.87 58.97
LM-CCA 0.05 28.48 (+4.61) 55.56 (-3.41)
LM-CCA 0.1 28.59 (+4.72) 57.99 (-0.98)
LM-CCA 0.15 27.7 (+3.83) 57.97 (-1)
LM-CCA 0.2 30.49 (+6.62) 52.56 (-6.41)
LC-CCA 0.05 27 (+3.13) 56.27 (-2.7)
LC-CCA 0.1 28.36 (+4.49) 57.64 (-1.33)
LC-CCA 0.15 28.86 (+4.99) 57.51 (-1.46)
LC-CCA 0.2 29.3 (+5.43) 57.58 (-1.39)

Table 12. Accuracy comparison for CIFAR-10 dataset.

Scenario γ Robust Clean

SAT 0 49.3 84.91
LM-CCA 0.05 60.62 (+11.32) 79.79 (-5.12)
LM-CCA 0.1 67.1 (+17.8) 81.67 (-3.24)
LM-CCA 0.15 65.25 (+15.95) 75.33 (-9.58 )
LM-CCA 0.2 64.58 (+15.28 ) 74.57 (-10.34)
LC-CCA 0.05 56.22 (+6.92) 78.97 (-5.94)
LC-CCA 0.1 56.86 (+7.56) 79.12 (-5.79 )
LC-CCA 0.15 55.8 (+6.5) 80.21 (-4.7)
LC-CCA 0.2 55.1 (+5.8) 82 (-2.91)

we leave it as a research direction for future work.

We further demonstrate the robustness of the proposed LC-
CCA and LM-CCA by comparing against the PGD20 and
PGD40 attacks for both CIFAR-10 and CIFAR-100 datasets
in Table 14 and in Table 15 respectively. We can see that
accuracy against both PGD20 and PGD40 attacks is almost
identical for the proposed frameworks.

E. Visualization of the Compressive
Counter-Adversarial Attack

To illustrate the impact of the compressive counter-
adversarial attack, we plot the clean and adversarial images
and compare them with image that is obtained by the com-
pressive counter-adversarial attack. Furthermore, we do
the same comparison on the distribution of the activation
values at the penultimate layer. For this, we consider four
images from the test set that are misclassified under adver-
sarial perturbation and classified correctly when CCA is
employed. This images along-with the activation values at
the penultimate layer are shown in Figures 3, 4, 5, 6.

Based on Figures 4 and 5, subjectively, it is not possible to
argue visual improvement with CCA. However, we observe
an interesting behavior on the distribution of the activation
values on the penultimate layer, that is CCA makes the dis-
tribution of the activation values closer to the those observed
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Table 13. Accuracy comparison for CIFAR-100 dataset.

Scenario γ Robust Clean

SAT 0 28.61 55.77
LM-CCA 0.05 28.49 (-0.12) 55.12 (-0.65)
LM-CCA 0.1 30.96 (+2.35) 56.54 (+0.77)
LM-CCA 0.15 33.91 (+5.3) 49.39 (-6.38)
LM-CCA 0.2 31.64 (+3.03) 45.71 (-10.06)
LC-CCA 0.05 28.44 (-0.17) 56.79 (+1.02)
LC-CCA 0.1 29.41 (+0.8) 53.05 (-2.72)
LC-CCA 0.15 30.36 (+1.75) 55.2 (-0.57)
LC-CCA 0.2 31.1 (+2.5) 55.11 (-0.66)

(a) LM-CCA

(b) LC-CCA

Figure 2. CIFAR-100 training with different γ for ResNet-18. Test
accuracies against PGD20 attack (solid lines) and for clean data
(dashed lines) are plotted.

with clean image. To show this correlation quantitatively,
we measure the cosine similarity between the activation
values of clean and adversarial image as well as the clean
image and the image obtained after CCA. We observe that
the image with CCA exhibits higher cosine similarity with
the clean image. Hence, the compression strategy on the
penultimate layer not necessarily work as a purification strat-
egy on the image, but as a regularizer for the distribution of

Table 14. Accuracy comparison for CIFAR-10 dataset.

Scenario γ PGD20 PGD40

SAT 0 47.33 46.96
LM-CAA 0.1 63.4 62.87
LM-CAA 0.15 62.21 61.7
LC-CAA 0.1 56.86 56.72
LC-CAA 0.15 55.53 55.51

Table 15. Accuracy comparison for CIFAR-100 dataset.

Scenario γ PGD20 PGD40

SAT 0 23.87 23.66
LM-CCA 0.1 28.59 28.6
LM-CCA 0.15 27.7 27.64
LC-CCA 0.1 28.36 28.39
LC-CCA 0.15 28.86 28.81

the activation values on the penultimate layer by suppressing
false activation values.



495
496
497
498
499
500
501
502
503
504
505
506
507
508
509
510
511
512
513
514
515
516
517
518
519
520
521
522
523
524
525
526
527
528
529
530
531
532
533
534
535
536
537
538
539
540
541
542
543
544
545
546
547
548
549

Less is More: Feature Selection for Adversarial Robustness with Compressive Counter-Adversarial Attacks

(a) Clean image (b) Adversarial image. (c) Image after CCA.

Figure 3. Comparison between the frog images with their corresponding latent values. Comparing with clean image latent representation,
cosine similarity for adversarial latent is 0.84 while counter adversarial one is 0.93. Model’s prediction for the counter adversarial image
is “frog” but prediction for the adversarial image is “bird”.

(a) Clean image (b) Adversarial image. (c) Image after CCA.

Figure 4. Comparison between cat images with their corresponding latent values. Comparing to the clean image latent representation,
Cosine similarity for adversarial latent is 0.8 while counter adversarial one is 0.95. Model’s prediction for the counter adversarial image is
“cat” on but prediction for adversarial the image is“frog”.



550
551
552
553
554
555
556
557
558
559
560
561
562
563
564
565
566
567
568
569
570
571
572
573
574
575
576
577
578
579
580
581
582
583
584
585
586
587
588
589
590
591
592
593
594
595
596
597
598
599
600
601
602
603
604

Less is More: Feature Selection for Adversarial Robustness with Compressive Counter-Adversarial Attacks

(a) Clean image (b) Adversarial image. (c) Image after CCA.

Figure 5. Comparison between the deer images with their corresponding latent values. Comparing to the clean image latent representation,
Cosine similarity for adversarial latent is 0.88 while counter adversarial one is 0.99. Model’s prediction for the counter adversarial image
is “deer” on but prediction for the adversarial image is “airplane”.

(a) Clean image (b) Adversarial image (c) Image after CCA.

Figure 6. Comparison between cat images with their corresponding latent values. Compering to the clean image latent values, Cosine
similarity for adversarial latent is 0.91 while counter adversarial one is 0.94. Model’s prediction for the counter adversarial image is “cat”
but prediction for the adversarial image is “bird”.


