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Abstract

Large language models have been widely adopted but require significant GPU1

memory for inference and finetuning. We develop methods for Int8 matrix multi-2

plication for transformer multi-layer perceptron (MLP) and attention projection3

layers, which cut the required memory for inference by half while retaining full4

precision performance. With our method, a 16/32-bit checkpoint can be loaded,5

converted to Int8, and used immediately without performance degradation – no6

post-quantization training is required. The key challenge, which we empirically7

show for the first time, is that existing quantization methods perform poorly at scale8

due to emergent outlier feature dimensions. We find that standard quantization9

techniques for matrix multiplication fail beyond 1.3B parameters. To overcome this10

barrier, we develop vector-wise quantization, which keeps separate normalization11

constants for each inner product in the matrix multiplication. Additionally, we iden-12

tify layer and input invariant feature dimensions in the hidden states, which heavily13

influence attention and disrupt quantization methods starting at 13B parameters.14

To scale to 13B, we develop a new mixed-precision matrix decomposition scheme,15

which allows scaling without performance degradation to at least 13B parameters.16

This result makes large transformers more accessible, for example, by enabling17

inference with GPT-J and T5-11B on a single free cloud GPU, GPT-NeoX-20B on18

a single gaming-grade GPU, and OPT-30B on a single data-center-grade GPU. We19

open source our software.20

Large pretrained language models are widely adopted in NLP (Vaswani et al., 2017; Radford et al.,21

2019; Zhang et al., 2022) but require significant memory for inference and finetuning. To improve22

accessibility, 8-bit quantization methods for transformers have been developed (Chen et al., 2020;23

Lin et al., 2020; Zafrir et al., 2019; Shen et al., 2020). While these methods significantly reduce the24

memory footprint, they can also degrade performance, usually require post-quantization training,25

and have only been studied for small models with less than 350M parameters. Currently, no 8-bit26

quantization methods exist that make multi-billion parameter transformer models more accessible on27

common accelerators such as GPUs and TPUs.28

For such large-scale transformers, the multi-layer perceptron and attention projection layers make up29

more than 95% of weights; nearly the entire model is in these large matrices, which must be multiplied30

during inference. GPUs support Int8 tensor cores, which can accelerate these multiplications while31

halving the memory compared to 16-bit representations. However, these gains can be challenging32

to achieve in practice since Int8 data types provide poor quantization performance for hidden states33

and weights, which are usually normally distributed (Dettmers, 2016). As such, we require new34

high-precision quantization techniques to avoid performance degradation.35

In this paper, we present the first multi-billion-scale Int8 quantization methods for transformers that36

do not incur any performance degradation. Our methods make it possible to load a 13B parameter37

transformer with 16/32-bit weights, convert the multi-layer perceptron and attention projection layers38
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Figure 1: Schematic of Vector-wise 8-bit matrix multiplication with mixed precision decomposition.
Given 16-bit floating-point inputs Xf16and weights Wf16, the outliers are decomposed first sub-
matrices of outliers with the corresponding weights which are matrix multiplied in a 16-bit. All
other values are matrix multiplied in 8-bit. The 8-bit multiplication is done by finding the row and
column-wise absolute maximum of Cx and Cw. Then matrix multiplication is performed in 8-bit.
Afterwards the Int32 outputs are dequantization by the outer product of the normalization constants
C⊗Cw. Finally, both results are accumulated in 16-bit floating point outputs.

to 8-bit and use the resulting model immediately for inference without any performance degradation.39

We achieve this result by solving two key challenges: the need for higher quantization precision at40

moderate scales and the need to explicitly represent the sparse but systematic outliers that destroy41

quantization when they emerge at scales of 6.7B parameters and beyond.42

We develop the high precision quantization method vector-wise quantization to retain performance43

at moderate scales. Consider two matrices X ∈ Rs×h and W ∈ Rh×o (e.g. within a Transformer).44

Although they are typically stored in 16-bit floating representations, Xf16 and Wf16, we aim to45

convert them to Int8 to save memory on GPUs and to perform fast Int8 matrix multiplication with46

Int32 accumulation Xi8Wi8 = Oi32. To recover the 16-bit floating-point representation for the next47

layer, we convert the Int32 output, Oi32 back to Of16 before we perform the next operation.48

Unlike other quantization techniques that use a single quantization normalization constant for the49

weight matrix Wf16, vector-wise quantization keeps a quantization normalization constant cxf16
50
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for each row of Xf16 and cwf16
each column of Wf16. Dequantization to 16/32-bit floats is done51

by denormalization through the outer product of these constants vectors Of16 =
Oi32

cXf16
⊗ c

Wf16

52

which can be implemented without additional overhead through operator fusion. In conjuction with53

zeropoint quantization, vector-wise quantization allows near lossless inference of transformer models54

with up to 6.7B parameters.55

To scale beyond 6.7B parameters without performance degradation, it is critical to understand the56

emergence of extreme outliers in the feature dimensions of the hidden states during inference. To this57

end, we provide the first descriptive analysis of emergence at scale as observed in feature space. We58

show that outliers with magnitudes up to 20x larger than the mean maximum feature magnitude first59

emerge in attention projections inputs and then spread to other layers as we scale transformers to60

6B parameters. At 6.7B scale and beyond, these outliers occur in almost all other layers and 75% of61

all sequence dimensions in the same feature dimension across the entire transformer. They are also62

critical for effective attention, as they decrease top-1 attention softmax probability mass by more than63

20% despite only making up about 0.1% of all input features.64

To handle these outliers, we develop mixed-precision matrix decomposition where we perform 16-bit65

matrix multiplication for outlier dimensions and 8-bit matrix multiplication for other dimensions.66

We show that we can use 13B parameter 8-bit transformers without any performance degradation by67

combining mixed-precision matrix decomposition and vector-wise quantization. We open source our68

software.69

1 Background70

1.1 8-bit Data Types and Quantization71

8-bit Transformers at Scale: Where is the memory and compute? Work on 8-bit transformers72

at scale requires a slightly different perspective than previous quantization work that focused on73

convolutional networks (CNNs) or sub-billion parameter transformers. Rather than focusing on74

mobile devices and integer-only accelerators, the main goal of developing 8-bit transformers at scale75

is to make large transformers accessible so that fewer or cheaper accelerators, such as GPUs, are76

required to run them. These goals can take two forms: (1) reduce the memory footprint of such77

models and (2) reduce the runtime of these models on GPUs. In this work, we focus on reducing the78

memory footprint, although we hope our methods will be helpful for creating custom kernels in the79

future that also achieve significant runtime gains.80

For the case of inference, almost the entire memory footprint of inference comes from transformer81

MLP and attention projection layers. For example, for a 13B parameter model, more than 97% of82

parameters come from these layers. These layers also make up most of the compute with MLP83

layers using 40-60%, and attention projections about 25% of runtime, with the rest used by attention84

(Ilharco et al., 2020). For this reason, we focus solely on efficient large matrix multiplication, the85

key computation for the MLP, and attention projection layers. While we do not focus on accelerated86

inference, we provide more details in the Appendix, where we do show preliminary results where87

our method accelerates inference for large models due to the overhead of multiplying huge matrices88

within the models. Future work could focus on achieving such gains for models of all sizes.89

Absolute maximum vs. zeropoint quantization To quantize floating-point inputs into the Int890

range, we need to scale the inputs in the range [−128, 127]. The range [−127, 127] is usually chosen91

for practical purposes instead. The most common way to scale the inputs into this range is to perform92

absolute maximum (absmax) or zeropoint quantization, as defined in the following two paragraphs.93

For symmetric distributions, like the normal distribution, absmax and zeropoint quantization have the94

same quantization precision. However, zeropoint quantization is superior to absmax quantization95

in the case of asymmetric distributions such as tensor outputs from ReLU non-linearities because it96

scales any input distribution to the full [−127, 127] range. The downside of zeropoint quantization97

is that it needs a special instruction that combines 8-bit multiplication with 16-bit addition of the98

zeropoint offset to run efficiently.1 This can make zeropoint quantization slow on devices such as99

CPUs, TPUs, and GPUs that do not support this instruction (Jacob et al., 2017).100

1https://www.felixcloutier.com/x86/pmaddubsw
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Absmax quantization scales inputs into the range [−127, 127] by dividing by the absolute maximum101

of the entire tensor and multiplying by 127. This is equivalent of the diving by the infinity norm and102

multiplying by 127. As such, for an FP16 input matrix Xf16 ∈ Rs×h Int8 absmax quantization is103

given by:104

Xi8 =

⌊
127 ·Xf16

max
ij

(|Xf16ij |)

⌉
=

⌊
127

∥Xf16∥∞
Xf16

⌉
=

⌊
sxf16

Xf16

⌉
,

where ⌊⌉ indicates rounding to the nearest integer.105

Zeropoint quantization shifts the distribution into the full range [−127, 127] by scaling with the106

normalized dynamic range ndx and then shifting by the zeropoint zpx. With this affine transformation,107

any input tensors will use all bits of the data type, thus reducing the quantization error for asymmetric108

distributions. It is an essential detail that for zeropoint quantization, the zeropoint falls onto an exact109

integer to represent padding constants and other 0-valued entries such as ReLU outputs with full110

precision. Zeropoint quantization is given by the following equations:111

ndxf16
=

2 · 127
max
ij

(Xij
f16)−min

ij
(Xij

f16)
(1)

112

zpxi16
=

⌊
Xf16 ·min

ij
(Xij

f16)
⌉

(2)
113

Xi8 =
⌊
ndxf16

Xf16

⌉
(3)

To use zeropoint quantization in an operation we feed both the tensor Xi8 and the zeropoint zpxi16
114

into a special instruction which adds zpxi16
to each element of Xi8 before performing a 16-bit integer115

operation. For example, to multiply two zeropoint quantized numbers Ai8 and Bi8 along with their116

zeropoints zpai16 and zpbi16 we calculate:117

Ci32 = multiplyi16(Azpai16
, Bzpbi16

) = (Ai8 + zpai16
)(Bi8 + zpbi16) (4)

where unrolling is required if the special instruction multiplyi16 is not available such as on GPUs or118

TPUs:119

Ci32 = Ai8Bi8 +Ai8zpbi16 +Bi8zpai16
+ zpai16

zpbi16 , (5)
where Ai8Bi8 is computed with Int8 precision while the rest is computed in Int16/32 precision. As120

such, zeropoint quantization can be slow if the multiplyi16 instruction is not available. In both cases,121

the outputs are accumulated as a 32-bit integer Ci32. To dequantize Ci32, we divide by the scaling122

constants ndaf16
and ndbf16

.123

1.2 Int8 Matrix Multiplication with 16-bit Float Inputs and Outputs124

Given hidden states Xf16 ∈ Rs×h and weight matrix Wf16 ∈ Rh×o with sequence dimension s,125

hidden dimension h, and output dimension o we perform 8-bit matrix multiplication with 16-bit126

inputs and outputs as follows:127

Xf16Wf16 = Cf16 ≈ 1

cxf16
cwf16

Ci32 = Sf16 ·Ci32

≈ Sf16 ·Ai8Bi8 = Sf16 ·Q(Af16) Q(Bf16),

(6)

Where Q(·) is either absmax or zeropoint quantization and cxf16
and cwf16

are the respective scaling128

constants sx and sw for absmax or ndx ande ndw for zeropoint quantization.129

2 Int8 Matrix Multiplication at Scale130

The main challenge with quantization methods that use a single scaling constant per tensor is that a131

single outlier can reduce the quantization precision of all other values. As such, it is desirable to have132

multiple scaling constants per tensor, such as block-wise constants (Dettmers et al., 2022), so that133

the effect of that outliers is confined to each block. We develop vector-wise quantization to improve134

upon row-wise quantization(Khudia et al., 2021), as described in more detail below.135
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Furthermore, if we have an outlier in each row of the input matrix or each column in the weight matrix,136

additional quantization techniques are required for high-precision quantization. For this purpose, we137

develop mixed-precision matrix decomposition, where a small number of entries (≈0.1%) can be138

represented in higher precision and computed efficiently. However, most entries are still represented139

in low-precision, thus retaining roughly 50% memory reductions compared to 16-bit representations.140

Both methods, vector-wise quantization and mixed-precision matrix decomposition, are depicted in141

Figure 1.142

2.1 Vector-wise Quantization143

To maximize the number of scaling constants for matrix multiplication, we want to define blocks of144

constants in a way such that we can dequantize the matrix multiplication output by simple scaling145

by a tensor without additional operations to recover the dequantized matrix multiplication output,146

for example, as is required for zeropoint quantization if 16-bit multiplication with 8-bit inputs is147

unavailable.148

One way to achieve this is to view matrix multiplication as a sequence of independent inner products.149

Given the hidden states Xf16 ∈ Rb×h and weight matrix Wf16 ∈ Rh×o, we can assign a different150

scaling constant cxf16
to each row of Xf16 and cw to each column of Wf16. To dequantize, we151

denormalize each inner product result by 1/(cxf16
cwf16

). For the whole matrix multiplication this is152

equivalent to denormalization by the outer product cxf16
⊗ cwf16

, where cx ∈ Rs and cw ∈ Ro. As153

such the full equation for matrix multiplication with row and column constants is given by:154

Cf16 ≈ 1

cxf16 ⊗ cwf16
Ci32 = S ·Ci32 = S ·Ai8Bi8 = S ·Q(Af16) Q(Bf16), (7)

which we term vector-wise quantization for matrix multiplication.155

2.2 Mixed-precision Matrix Decomposition156

In our analysis, we demonstrate that a significant problem for billion-scale 8-bit transformers is that157

they have outliers 20x larger than the average outlier in almost every row (sequence dimension),158

which makes even our best quantization technique – vector-wise quantization – ineffective. At the159

same time, transformer performance degrades significantly even for small errors of these large outliers.160

As such, we require high precision matrix multiplication for these outliers. Luckily, we see that161

these outliers are incredibly sparse in practice, allowing us to develop new matrix decomposition162

techniques.163

We find that given input matrix Xf16 ∈ Rs×h, these outliers occur systematically for almost all164

sequence dimensions s but are limited to specific hidden dimensions h. As such, we propose165

mixed-precision matrix decomposition for matrix multiplication where we separate outlier hidden166

dimensions into the set O = {i|i ∈ Z, 0 ≤ i ≤ h}, which contains all dimensions of h which have167

at least one outlier with a magnitude larger than the threshold α. In our work, we use α = 6.0.168

Using Einstein notation where all indices are superscripts, given the weight matrix Wf16 ∈ Rh×o,169

mixed-precision matrix decomposition for matrix multiplication is defined as follows:170

Cf16 ≈
∑
h∈O

Xh
f16W

h
f16 + Sf16 ·

∑
h̸∈O

Xh
i8W

h
i8 (8)

where Sf16 is the denormalization term for the Int8 quantized inputs and weight matrices Xi8 and171

Wi8. Since |O| ≤ 7 for transformers up to 13B parameters, this decomposition operation only172

consumes about 0.1% additional memory.173

2.3 Experimental Setup174

We measure the robustness of quantization methods as we scale the size of several publicly available175

pretrained language models up to 13B parameters. The key question is not how well a quantization176

method performs for a particular model but the trend of how such a method performs as we scale the177

model size.178

As such, we use dense autoregressive transformers pretrained in fairseq (Ott et al., 2019) ranging179

between 125M and 13B parameters. These transformers have been pretrained on Books (Zhu et al.,180
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Table 1: C4 validation perplexities of different quantization methods for different transformer sizes
ranging from 125M to 13B parameters. We see that common absmax, absmax row-wise, zeropoint,
as well as vector-wise quantization methods lead to significant performance degradation, particularly
at the 13B mark where 8-bit 13B perplexity is worse than 8-bit 6.7B perplexity. On the other hand,
vector-wise quantization with mixed-precision decomposition is able to recover almost baseline
perplexity for all model sizes. Looking at the trends, we see that as we scale the model size, the
quantization error improves if we use vector-wise quantization in conjunction with mixed-precision
matrix decomposition while all other methods degrade in performance. Zeropoint quantization is no
longer advantageous when used with mixed-precision matrix decomposition.

Parameters 125M 1.3B 2.7B 6.7B 13B
32-bit Float 25.65 15.91 14.43 13.30 12.45

Int8 Absmax 87.76 16.55 15.11 14.59 19.08
Int8 Absmax Row-wise 30.93 17.08 15.24 14.13 16.49
Int8 Zeropoint 56.66 16.24 14.76 13.49 13.94

Int8 Absmax Vector-wise 35.84 16.82 14.98 14.13 16.48
Int8 Zeropoint Vector-wise 25.72 15.94 14.36 13.38 13.47

Int8 Absmax Row-wise + decomposition 30.76 16.19 14.65 13.25 12.46
Int8 Absmax Vector-wise + decomposition 25.83 15.93 14.44 13.24 12.45
Int8 Zeropoint Vector-wise + decomposition 25.69 15.92 14.43 13.24 12.45

2015), English Wikipedia, CC-News (Nagel, 2016), OpenWebText (Gokaslan and Cohen, 2019),181

CC-Stories (Trinh and Le, 2018), and English CC100 (Wenzek et al., 2020). For more information182

on how these pretrained models are trained, see Artetxe et al. (2021).183

To evaluate the degradation after Int8 quantization, we evaluate the perplexity of the 8-bit transformer184

on validation data of the C4 corpus (Raffel et al., 2019) which is a subset of the Common Crawl185

corpus.2 We use NVIDIA A40 GPUs for this evaluation.186

3 Main Results187

The main results on the 125M to 13B Int8 models evaluated on the C4 corpus can be seen in188

Table 1. Existing quantization techniques such as absmax, row-wise, and zeropoint quantization see189

considerable performance degradation that grows with scale. Using these methods with the 13B190

parameter model is worse than the 6.7B model. While vector-wise quantization improves the scaling191

trend, 13B performance is still worse than 6.7B. If we add mixed-precision decomposition, we can192

recover the full-precision performance for the larger models. Zeropoint quantization has almost no193

advantage over absmax quantization when used with mixed-precision decomposition. However, since194

zeropoint quantization can be slow on devices that do not support the required instructions, absmax195

quantization has an inference speed advantage at similar predictive performance when used with196

mixed-precision matrix decomposition.197

4 Analysis: Emergent Outliers in Transformers at Scale198

We developed mixed-precision matrix decomposition after gaining insights into how extreme outliers199

emerge in particular feature dimensions in the hidden states of transformers as we scale. These200

insights were critical to developing a simple method with a low computational overhead that preserves201

predictive performance. The data from the following outlier analysis explains the performance202

degradation of previous quantization methods, which we saw empirically in our experiments.203

Quantitative Setup Given a transformer with L layers and hidden state Xl ∈ Rs×h, l = 0...L204

where s is the sequence dimension or sequence length and h the hidden dimension, we define a feature205

to be a particular dimension h in any of the hidden states Xl. Since a transformer has thousands of206

feature dimensions and dozens of layers, and each feature is activated differently for different inputs,207

2https://commoncrawl.org/
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Table 2: Summary statistics of outliers with a magnitude of at least 6 that occur in at least 20% of
all layers and at least 5% of all sequence dimensions. We can see that the lower the C4 validation
perplexity, the more outliers are present. Outliers are usually one-sided, and their quartiles with
maximum range show that the outlier magnitude is 3-20x larger than the largest magnitude of other
feature dimensions, which usually have a range of [-3.5, 3.5]. With increasing scale, outliers become
more and more common in all layers of the transformer, and they occur in almost all sequence
dimensions. A phase transition occurs at 6.7B parameters when the same outlier occurs in all layers
in the same feature dimension for about 75% of all sequence dimensions (SDim). Despite only
making up about 0.1% of all features, the outliers are essential for large softmax probabilities. The
mean top-1 softmax probability shrinks by about 20% if outliers are removed. Because the outliers
have mostly asymmetric distributions across the sequence dimension s, these outlier dimensions
disrupt symmetric absmax quantization and favor asymmetric zeropoint quantization. This explains
the results in our validation perplexity analysis. These observations appear to be universal as they
occur for models trained in different software frameworks (fairseq, OpenAI, Tensorflow-mesh) and
they occur in different inference frameworks (fairseq, Hugging Face Transformers). These outliers
also appear robust to slight variations of the transformer architecture (rotary embeddings, embedding
norm, residual scaling, different initializations).

Outliers Frequency Top-1 softmax p

Model PPL↓ Params Count 1-sided Layers SDims Quartiles w/ Outlier No Outlier
GPT2 33.5 117M 1 1 25% 6% (-8, -7, -6) 45% 19%
GPT2 26.0 345M 2 1 29% 18% (6, 7, 8) 45% 19%
FSEQ 25.7 125M 2 2 25% 22% (-40, -23, -11) 32% 24%
GPT2 22.6 762M 2 0 31% 16% (-9, -6, 9) 41% 18%
GPT2 21.0 1.5B 2 1 41% 35% (-11, -9, -7) 41% 25%
FSEQ 15.9 1.3B 4 3 64% 47% (-33, -21, -11) 39% 15%
FSEQ 14.4 2.7B 5 5 52% 18% (-25, -16, -9) 45% 13%
GPT-J 13.8 6.0B 6 6 62% 28% (-21, -17, -14) 55% 10%
FSEQ 13.3 6.7B 6 6 100% 75% (-44, -40, -35) 35% 13%
FSEQ 12.5 13B 7 6 100% 73% (-63, -58, -45) 37% 16%

aggregation of all descriptive feature statistics would be incomprehensible. As such, we limit our208

analysis to a subset of these features.209

We limit the number of features by only aggregating the statistics of features that breach certain210

thresholds – this makes these features accessible to analysis. To set these thresholds, we first observe211

rough general patterns.212

The main patterns that we find are as follows: As we increase the scale of our models, we find that213

outliers in the feature dimension h has increasingly large magnitudes, which occur in more layers214

l and in more sequence dimensions s as we scale. On the other hand, outliers do not occur in the215

second MLP layer and are scattered in complex patterns in the attention inputs, which are difficult to216

analyze. As such, we limit our analysis to the hidden input states Xl of the first MLP layer and the217

attention key-query-value and output projection layers.218

From these observations, we set the following thresholds for features: We track dimensions hi, 0 ≤219

i ≤ h, which have at least one outlier with a magnitude of α ≥ 6 and we only collect statistics if220

these outliers occur in the same hidden dimension hi in at least 20% of transformer layers 0...L and221

appear in at least 5% of all sequence dimensions s across all hidden states Xl.222

To make sure that the observed phenomena are not due to bugs in software, we evaluate transformers223

that were trained in three different software frameworks: GPT-2 models use OpenAI software, FSEQ224

models use fairseq(Ott et al., 2019), and GPT-J uses Tensorflow-Mesh (Shazeer et al., 2018). We also225

perform our analysis in two different inference software frameworks: fairseq (Ott et al., 2019) and226

Hugging Face Transformers (Wolf et al., 2019).227

To demonstrate that the outlier features are essential for attention, we remove the outliers before228

feeding the hidden states Xl into the attention projection layers and then compare the largest softmax229

probability for each sequence dimension with the softmax probability if we do not remove the outliers.230
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Quantitative Results Our quantitative results are summarized in Table 2. We can see that the231

number of hidden state outlier feature dimensions in hi increases from 1 in 125M parameter trans-232

formers to 7 in 13B models – roughly proportional to the C4 validation perplexity. We also see233

that the frequency that the same outlier dimension hi is active in all hidden states across layers Xi
l234

increases from 25% for 125M models to 100% in 6.7B/13B models. This means, the same outlier235

feature dimension hi, say, dimension i = 888 for h = 1024, has large outliers in all hidden states Xi
l236

of the key-query-value, attention output and first MLP projection layers. For all data in C4 validation237

data, 6% of all sequence dimensions s have outliers in the same feature dimension hi for the 125M238

parameter model, which increases to 73-75% of all sequence dimensions for the 6.7B/13B models.239

This means at the 6.7B scale, and beyond, if we have, say, a sequence length of s = 2048 and 10240

transformer blocks, we have roughly 2048× 10× 0.75 = 15360 outliers per sequence for the entire241

model for each of the attention key-query-value projection, first MLP and attention output projection242

layers, so in total L× 15360 = 3× 10× 15360 = 46080 outliers per sequence on average across243

the C4 validation set.244

If the outliers are removed, the mean top-1 softmax probability across all sequences is reduced from245

about 45% to about 15% even though the outlier dimensions hi make up only 0.1% of all input246

feature dimensions h. This indicates that even minor quantization errors of the dimensions hi might247

significantly affect overall model performance.248

Interpretation of Quantization Performance Our analysis shows that these outliers are ubiquitous,249

and one can expect that quantization methods that cannot handle these large magnitude outliers well250

will significantly degrade model performance as they accumulate large errors throughout the network.251

Furthermore, since these outliers occur in each sequence dimension for large models, row-wise and252

vector-wise quantization do not have a significant advantage over absmax quantization since these253

methods have a normalization constant for each sequence si for each hidden state Xl 75% of which254

have outliers in large models.255

From the quartiles, we can also see that most outliers have one-sided asymmetric distributions,256

meaning they do not cross zero and have either solely positive or negative values. This makes257

zeropoint quantization particularly effective for these outliers as zeropoint quantization scales these258

outliers into the full [−127, 127] range. This explains the strong performance in our quantization259

scaling benchmark in Table 1. However, at the 13B scale, even zeropoint quantization fails due to260

accumulated quantization errors.261

If we perform mixed-precision matrix decomposition, the advantage of zeropoint quantization disap-262

pears for large models indicating that the remaining decomposed features are essentially symmetric263

for these models. However, vector-wise quantization still has an advantage over row-wise quantiza-264

tion, indicating that the enhanced quantization precision of the model weights is needed to retain full265

precision predictive performance.266

5 Related work267

We can separate the related work into general low-bitwidth quantization methods, 8-bit methods for268

CNNs, and transformers.269

Low-bitwidth and Convolutional Network Quantization While our work studies quantization270

techniques surrounding the Int8 data type, other common data types are fixed point or floating point271

8-bit data types (FP8). These data types usually have a sign bit and different exponent and fraction272

bit combinations. For example, a common variant of this data type has 5 bits for the exponent and273

2 bits for the fraction (Wang et al., 2018; Sun et al., 2019; Cambier et al., 2020; Mellempudi et al.,274

2019) and uses either no scaling constants or zeropoint scaling. These data types have large errors275

for large magnitude values since they have only 2 bits for the fraction but provide high accuracy for276

small magnitude values.277

(Jin et al., 2022) provides an excellent analysis of when certain fixed point exponent/fraction bit278

widths are optimal for inputs with a particular standard deviation. We believe the insights provided279

by their work are critical for developing robust FP8 transformers.280

Work that uses less than 8-bits for data types is usually for convolutional networks (CNNs) to reduce281

their memory footprint and increase inference speed for mobile devices while minimizing model282
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degradation. Methods for different bit-widths have been studied: 1-bit methods (Courbariaux and283

Bengio, 2016; Rastegari et al., 2016; Courbariaux et al., 2015), 2 to 3-bit (Zhu et al., 2017; Choi284

et al., 2019), 4-bits (Li et al., 2019), more bits (Courbariaux et al., 2014), or a variable amount of285

bits (Gong et al., 2019). For additional related work, please see the survey of Qin et al. (2020).286

While we believe that lower than 8-bit width with some performance degradation is possible for287

billion-scale transformers, we focus on 8-bit transformers that do not degrade performance and that288

can be accelerated through Int8 tensor cores.289

Quantization of Transformers A prime target for quantization of transformers has been290

BERT(Devlin et al., 2018) and RoBERTa(Liu et al., 2019) models. Versions of 8-bit BERT/RoBERTa291

include Q8BERT(Zafrir et al., 2019), QBERT(Shen et al., 2020), product quantization with quantiza-292

tion noise (Fan et al., 2020), TernaryBERT (Zhang et al., 2020), and BinaryBERT (Bai et al., 2021).293

All these models require quantization-aware training to make the BERT model usable in low-precision,294

while with our methods, the model can be used directly without performance degradation.295

The only other work that we are aware of that quantizes transformers other than BERT is Chen296

et al. (2020) which uses quantization-aware training with zeropoint quantization in the forward pass297

and zeropoint-row-wise quantization in the backward pass. We compare with both zeropoint and298

row-wise quantization in our evaluations and do not require quantization-aware training.299

6 Discussion and Limitations300

We have demonstrated for the first time that multi-billion parameter transformers can be quantized to301

Int8 and used immediately for inference without performance degradation. We achieve this by using302

our insights from analyzing emergent outliers in hidden state feature dimensions at scale to develop303

mixed-precision matrix decomposition to isolate outliers in a separate 16-bit matrix multiplication.304

Furthermore, to recover full precision performance, we develop vector-wise quantization.305

The main limitation of our work is that our analysis is solely on the Int8 data type, and we do not306

study 8-bit floating-point (FP8) data types. Since current GPUs and TPUs do not support this data307

type, we believe this is best left for future work. However, we also believe many insights won in our308

work for Int8 data types directly translate to FP8 data types.309

Another limitation is that we only study models up to the size of 13B parameters. While we quantize310

a 13B model to Int8 without performance degradation, additional emergent properties might disrupt311

our quantization methods at larger scales.312

A third limitation is that we do not use batched Int8 matrix multiplication for the attention layers. An313

initial exploration of this problem indicated that a solution required additional quantization methods314

beyond those we developed here, and we leave this for future work.315

A fourth limitation is that we focus on inference but do not study training or finetuning. We provide316

an initial analysis of Int8 training at scale in the appendix. Int8 training requires complex trade-offs317

between quantization precision, training speed, and engineering complexity, which we again leave to318

future work.319

7 Broader Impacts320

The main impact of our work is enabling access to large models that previously could not fit into321

GPU memory. This enables research and applications which were not possible before due to limited322

GPU memory. Additionally, resource-rich organizations with many GPUs can now serve the same323

number of models on fewer GPUs.324

In particular, we believe that the public release of large pretrained models, for example, the recent325

Open Pretrained Transformers (OPT)(Zhang et al., 2022), along with our new Int8 inference for zero-326

and few-shot prompting, will enable new research for academic institutions that was not possible327

before due to resource constraints.328
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