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Abstract

The sheer volume of financial statements001
makes it difficult for humans to access and an-002
alyze a business’s financials. Robust numeri-003
cal reasoning likewise faces unique challenges004
in this domain. In this work, we focus on005
answering deep questions over financial data,006
aiming to automate the analysis of a large cor-007
pus of financial documents. In contrast to ex-008
isting tasks on general domain, the finance do-009
main includes complex numerical reasoning010
and understanding of heterogeneous represen-011
tations. To facilitate analytical progress, we012
propose a new large-scale dataset, FINQA,013
with Question-Answering pairs over Financial014
reports, written by financial experts. We also015
annotate the gold reasoning programs to en-016
sure full explainability. We further introduce017
baselines and conduct comprehensive experi-018
ments in our dataset. The results demonstrate019
that popular, large, pre-trained models fall far020
short of expert humans in acquiring finance021
knowledge and in complex multi-step numer-022
ical reasoning on that knowledge. Our dataset023
— the first of its kind — should therefore en-024
able significant, new community research into025
complex application domains1.026

1 Introduction027

Financial analysis is a critical means of assessing028

business performance, and the consequences of029

poor analysis can involve costs of billions of dol-030

lars (Jerven, 2013; MacKenzie, 2008). To facilitate031

high quality, timely decision making, profession-032

als — such as analysts or investors — perform033

complex quantitative analysis to select informa-034

tion from financial reports. Such analysis demands035

advanced expertise in reasoning among heteroge-036

neous (structured and unstructured) data sources037

and performing complex numerical reasoning, for038

1We currently release the dataset at the anony-
mous site: https://anonymous.4open.science/
r/FinQA-INIT

example, comparing financial ratios of profitabil- 039

ity or growth. These challenges are compounded 040

by an exponentially expanding collection of com- 041

pany financial documents (MacKenzie et al., 2012; 042

Lange et al., 2016) such that it is genuinely unclear 043

whether dedicated human effort can produce fiscal 044

analysis of sufficient quality for current decision 045

making. This poses an interesting question: can we 046

automate such deep analysis of financial data? 047

A few NLP studies in Question Answering 048

(QA) explored the numerical reasoning capabilities 049

needed to answer questions correctly. For exam- 050

ple, the DROP dataset (Dua et al., 2019) focused 051

on Wikipedia-based questions that require numer- 052

ical reasoning, e.g., “Where did Charles travel to 053

first, Castile or Barcelona?” needs a comparison 054

between the times of two events. However, most 055

prior work only targeted the general domain, where 056

the questions involve much less calculation (mostly 057

one-step calculation) than that of the financial do- 058

main. Financial QA is more challenging than clas- 059

sic QA (Rajpurkar et al., 2018; Yang et al., 2018) 060

because it requires the system to spot relevant in- 061

formation across heterogeneous sources, such as 062

tables and unstructured texts, and then create a 063

numerical reasoning path to connect all the infor- 064

mation. It also takes substantial knowledge to ask 065

meaningful financial questions. It is not clear how 066

well the large language models, which performed 067

well for general-domain QA, can be adapted to 068

answer realistic, complex financial questions. 069

This paper introduces FINQA, a expert- 070

annotated dataset that contains 8,281 financial QA 071

pairs, along with their numerical reasoning pro- 072

cesses. Eleven finance professionals collectively 073

constructed FINQA based on the earnings reports 074

of S&P 500 companies (Zheng et al., 2021). The 075

questions in FINQA, such as “Considering the 076

weighted average fair value of options, what was 077

the change of shares vested from 2005 to 2006?” 078

(Figure 1) and “What was the net change in tax 079
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2006 2005 2004

Weighted average fair value of options granted $20.01 $9.48 $7.28

Expected volatility 0.3534 0.3224 0.3577

Distribution yield 1.00% 0.98% 1.30%

Expected life of options in years 6.3 6.3 6.3

Risk-free interest rate 5% 4% 4%

Page 91 from the annual reports of GRMN (Garmin Ltd.)
The fair value for these options was estimated at the date of grant using a 
Black-Scholes option pricing model with the following weighted-average assumptions 
for 2006, 2005 and 2004:

… The total fair value of shares vested during 2006, 2005, and 2004 was $9,413, 
$8,249, and $6,418 respectively. The aggregate intrinsic values of options 
outstanding and exercisable at December 30, 2006 were $204.1 million and $100.2 
million, respectively. ( … abbreviate 10 sentences ... )

Question: Considering the weighted average fair value of options , 
what was the change of shares vested from 2005 to 2006?
Answer: - 400
Calculations:

divide ( 9413, 20.01 ) divide ( 8249, 9.48 )

substract ( #0, #1 )

9413

20.01

8249

9.48
( ( )) - = - 400

Program:

Figure 1: An example from FINQA: The system needs to learn how to calculate the number of shares, then select relevant
numbers from both the table and the text to generate the reasoning program to get the answer.

positions in 2014?”, require information from both080

tables and unstructured texts to answer. The reason-081

ing processes answering these questions are made082

of many common calculations in financial analysis,083

such as addition, comparison, and table aggrega-084

tion. To the best of our knowledge, FINQA is the085

first dataset of its kind to tackle complicated QA086

tasks based on the real-world financial documents.087

We propose a retriever-generator QA framework088

to first retrieve supporting facts from financial re-089

ports, then to generate executable reasoning pro-090

grams to answer the questions. Equipped with pre-091

trained language models, such as BERT (Devlin092

et al., 2019) and RoBERTa (Liu et al., 2019), our093

proposed approach outperforms all other baselines094

and achieves an execution accuracy of 65.05%.095

Although our system outperforms the non-expert096

crowd (50.68%), the significant accuracy gap be-097

tween the model and human experts (91.16%) mo-098

tivates the need for future research.099

The main contribution of this work is three-fold:100

• We propose the task of QA over financial data101

to assist financial analysis. The task empha-102

sizes an important phenomenon for the NLP103

community to study and analyze how the cur-104

rent pre-trained models perform on complex105

and specialized domains.106

• We construct a new large-scale dataset,107

FINQA, with 8,281 examples written by fi-108

nancial experts, with fully annotated numeri-109

cal reasoning programs. The dataset and code110

will be made publicly available.111

• We experiment on various baselines and find112

that the models are still far behind expert per-113

formance, strongly motivating future research.114

2 Task Definition 115

Problem Formulation. Presented with a finan- 116

cial report consisting of textual contents E and 117

structured table T , given a question Q, the 118

task is to generate the reasoning program G = 119

{w0, w1, ...wn}, where wi is the program tokens 120

defined by domain specific language (DSL), then it 121

is executed to get the answer A: 122

P (A|T,E,Q) =
∑

P (Gi|T,E,Q) (1) 123

Where {Gi} is all the correct programs to evaluate 124

to the answer. For financial tables, there is typi- 125

cally a description header (blue header in Figure 1), 126

which often gives the timing information; and each 127

row has its name on the left. Some of the financial 128

tables may demonstrate more complicated layouts, 129

e.g., nested structures. As a first step for this di- 130

rection, in this paper we only focus on the regular 131

layout cases for simplicity. 132

Domain Specific Language. In this work, we 133

use DSL consisting of mathematical operations 134

and table operations as executable programs. The 135

program consists of a sequence of operations: 136

op1[args1], op2[args2]..., opn[argsn] (2) 137

Each operation takes a list of arguments argsn. 138

On consulting with financial experts, as most of 139

the accounting and financial valuation theory pri- 140

marily include linear algebra, we include 10 com- 141

mon types of operations in our dataset. There 142

are 6 mathematical operations: add, subtract, 143

multiply, divide, greater, exp, and 144

4 table aggregation operations table-max, 145

table-min, table-sum, table-average, 146

that apply aggregation operations on table rows. 147
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The mathematical operations take arguments of ei-148

ther numbers from the given reports, or a numerical149

result from a previous step; The table operations150

take arguments of table row names. We use the spe-151

cial token #n to denote the result from the nth step.152

For example, in Figure 1, the program consists of153

3 steps; The first and the second division steps take154

arguments from the table and the text, respectively,155

then the third step subtracts the results from the156

two previous steps. Refer to Appendix A for more157

details of the operations and the grammars.158

Evaluations. Previous studies on QA with nu-159

merical reasoning only evaluate the execution ac-160

curacy, i.e., the final results from the generated161

programs, such as DROP (Dua et al., 2019) and162

MathQA (Amini et al., 2019). However, the ap-163

plications for the finance domain generally pose164

much higher requirements of explainability and165

transparency. Therefore, we also provide the gold166

programs for our dataset. Besides execution accu-167

racy, we also propose to evaluate the accuracy of168

the generated programs. Specifically, we replace all169

the arguments in a program with symbols, and then170

we evaluate if two symbolic programs are mathe-171

matically equivalent. For example, the following172

two programs are equivalent programs:173

add(a1, a2), add(a3, a4), subtract(#0,#1)
add(a4, a3), add(a1, a2), subtract(#1,#0)

174

Note that execution accuracy tends to overestimate175

the performance because sometimes the model just176

hit the correct answer by chance; While program ac-177

curacy tends to produce false negatives since some178

questions may have multiple correct programs.179

3 The FINQA Dataset180

3.1 Data Preparation181

Data Source. We develop FINQA based on the182

publicly available earnings reports of S&P 500183

companies from 1999 to 2019, collected in the184

FinTabNet dataset (Zheng et al., 2021). An earn-185

ings report is a set of pages in a PDF file that out-186

lines the financials of a company, which usually187

contains tables and texts. The FinTabNet dataset188

has annotated the tables in each report.189

Data Filtering. Realistic earnings reports con-190

tain many tables not suitable for numerical reason-191

ing tasks. Equipped with the table annotations in192

FinTabNet, we filter the data as follows: First, we193

extract the pages in earnings reports with at most194

one table. Second, we exclude the tables with over 195

20 rows, over 2 description headers, or with other 196

complex nested structures. We also exclude the ta- 197

bles with tedious contents, such as catalogs, which 198

is common in FinTabNet. As stated in §2, these 199

over-complicated tables are out of the scope of this 200

work. Finally, for the tables with 2 description 201

headers, we merge them into a single header to 202

simplify the representations. As a result, a total of 203

12,719 pages were selected for further annotation. 204

3.2 Annotation Procedure 205

Recruiting Expert Annotators. We post job ads 206

on UpWork2 and hire eleven US-based experts with 207

professional finance backgrounds (CPAs, MBAs, 208

etc.) Each hire is interviewed using four exam- 209

ple report pages and asked to compose example 210

Q&A pairs. After hiring, each annotator first goes 211

through a training session to learn the task and the 212

annotation interface (Appendix D). When the work- 213

ers fully master the annotation process, we launch 214

the official batches for them to work on. 215

An annotator can compose up to two questions 216

for each given report page or skip if it is hard to 217

compose any meaningful question. We pay around 218

$2.0 for each question, which leads to an average 219

hourly wage of $35.0. The whole data collection 220

took around eight weeks. 221

We do not use popular micro-task platforms, 222

such as Amazon Mechanical Turk (MTurk), be- 223

cause our preliminary studies show that many 224

MTurk workers can not perform this task effec- 225

tively. Our experiment with MTurk workers in § 3.3 226

further echo this observation. As most existing QA 227

datasets were constructed by MTurk workers (Yang 228

et al., 2018; Dua et al., 2019; Chen et al., 2020c), 229

it requires substantial domain-specific knowledge 230

to compose meaningful questions that are hard for 231

computers to answer. 232

Annotation Task Design. For each page se- 233

lected in §3.1, the annotators are asked to (i) write 234

a meaningful financial question, (ii) compose a rea- 235

soning program to answer the question, and (iii) to 236

annotate the supporting fact. Each page is assigned 237

to one or two experts for annotation. We detail 238

each part as follows. (I) Financial question: For 239

a given page of earnings reports, the annotators are 240

asked first to compose a question that is “meaning- 241

ful for financial analysis or learning insights of the 242

2UpWork (www.upwork.com) is a platform where re-
questers can recruit skilled freelancers.
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company financial reports” and require numerical243

calculations to answer. We encourage the experts244

to write questions that require the information from245

both the text and the table to answer. (II) Reason-246

ing program: After providing the question, the247

annotators are then asked to elaborate the oper-248

ation steps to answer the question. Specifically,249

they compose a maximum of 5 steps of operation,250

where each operation has four slots: “operation”,251

“argument1”, “argument2”, and “result”. The “op-252

eration” is one of the ten predefined operations253

described in §2. An “argument” is a number or a254

table’s row name, either from the report or a previ-255

ous step’s result. For operations that only use one256

argument, such as table aggregation, workers can257

leave argument2 blank. The annotation interface258

(see Appendix D) automatically validates the in-259

puts to ensure correctness. (III) Supporting fact:260

We also ask the annotators to mark all the sentences261

in the text and the table rows that contain the infor-262

mation needed to answer the question.263

3.3 Data Quality Assessment264

External experts answer FINQA questions with265

a high accuracy and a high inter-annotator266

agreement. To validate the quality of the anno-267

tations, as well as to set up human expert perfor-268

mance upper bound, we hire another two financial269

professionals on UpWork. We randomly sample270

200 examples from our dataset, and ask the pro-271

fessionals to answer the questions as well as write272

the operation steps, following the same procedure273

as in the dataset construction. The payment is274

$2.0 per question. For execution accuracy, they275

reach 92.25% and 90.06%, respectively (mean =276

91.16%). For program accuracy, they reach 89.44%277

and 85.53% (mean = 87.49%). The agreements be-278

tween the two annotators are 92.65% for execution279

accuracy, and 86.76% for program accuracy.280

Non-expert crowd workers answer FINQA281

questions a low accuracy. We also test how well282

non-expert MTurk workers can answer FINQA283

questions. We distribute the samples to MTurk3284

and take the similar process to distribute each ex-285

ample to two workers. We end up with an average286

execution accuracy of 50.68% and a program ac-287

curacy of 48.17%, which is far below the expert288

3Three built-in worker qualifications are used: HIT Ap-
proval Rate (≥95%), Number of Approved HITs (≥ 3000),
and Locale (US Only) Qualification. We do not select any
profession constraints. We pay $2.0 for each question.

Examples (Q&A pairs with program, fact) 8,281
Report pages 2,789
Vocabulary 22.3k
Avg. # sentences in input text 24.32
Avg. # tokens in input text 628.11
Avg. # rows in input table 6.36
Avg. # tokens in input table 59.42
Avg. # tokens in all inputs (text & table) 687.53
Max. # tokens in all inputs (text & table) 2,679
Avg. question length 16.63

Table 1: Statistics of FINQA.

performance; the agreement rate is only around 289

60%. These results echo our preliminary study’s 290

observations for MTurk workers in §3.2. 291

3.4 Data Analysis 292

FINQA contains 8,281 examples. The data is re- 293

leased as training (6,251), validation (883), and 294

test (1,147) following an 75%/10%/15% split. The 295

three sets do not have overlapping input reports. 296

We quantitatively analyze some key properties of 297

FINQA. Table 1 shows the general statistics. 298

Statistics of Supporting Facts. In FINQA, 299

23.42% of the questions only require the informa- 300

tion in the text to answer; 62.43% of the questions 301

only require the information in the table to answer; 302

and 14.15% need both the text and table to an- 303

swer. Meanwhile, 46.30% of the examples have 304

one sentence or one table row as the fact; 42.63% 305

has two pieces of facts; and 11.07% has more than 306

two pieces of facts. For the examples with more 307

than one piece of fact, we also calculate the max- 308

imum distances between all the same example’s 309

facts. 55.48% has a maximum distance of 3 or less 310

sentences4; 24.35% has a maximum distance of 4-6 311

sentences; and 20.17% has over 6 sentences. 312

Statistics of Reasoning Programs. In the pro- 313

grams, the most frequent operations, add, 314

subtract, multiply, and divide, have the 315

distributions of 14.98%, 28.20%, 5.82%, and 316

45.29%, respectively. The operation division 317

has the highest frequency, as calculating ratios is 318

common in financial analysis. In FINQA, 59.10% 319

of the programs have 1 step, 32.71% have 2 steps, 320

and the rest 8.19% have 3 or more steps. 321

4 Baseline Systems 322

In this section, we first describe our main base- 323

line framework FinQANet in §4.1, and then we 324

4For tables, we consider one row as one “sentence”.
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introduce other baselines in §4.2.325

4.1 The FinQANet Framework326

As a preliminary attempt on FINQA, we propose327

FinQANet, with a retriever to first retrieve the sup-328

porting facts from the input financial report, then a329

generator to generate the program to get the answer.330

Retriever The full page of the financial report can331

go beyond 2,000 tokens, which cannot be coped332

with the current popular QA models (Devlin et al.,333

2019). Therefore we first retrieve the supporting334

facts from the input report. For the tables, we use335

templates to turn each row into sentences. For336

example, the last row of the table in Figure 1 is337

represented as ‘the risk-free interest rate of 2006 is338

5%; ...’. We concatenate each supporting fact with339

the question and train a classifier using pre-trained340

LMs like BERT (Devlin et al., 2019). Then we341

take the top n retrieved facts, reordered as they ap-342

pear in the input report. This set of retriever results343

will serve as the input to the second phase. Fig-344

ure 2 illustrates the retrieving procedure. Another345

common strategy is sliding window (Alberti et al.,346

2019). We take the sliding window of a fixed size347

with a stride to go through the report, then the win-348

dows containing all the supporting facts are marked349

as positive. However, we observe in the experi-350

ments that the length of the input to the program351

generator in the second phase greatly influences352

the performance. The performance of using sliding353

window falls far behind the previous method.354

Program Generator. Given the retrieved sup-355

porting facts from the retriever, the program gen-356

erator aims to generate the executable program to357

answer the question. Figure 3 gives an overview of358

the program generator. The generated tokens come359

from 3 sources: 1) The input passage (retriever out-360

put) and the question tokens {ei}, like the numbers361

or the table row names. 2) The special tokens {si}362

from the DSL, like the function names, predefined363

constants, etc. 3) The step memory tokens {mi}364

to denote the results from previous steps, like #0,365

#1 , etc. We first use pre-trained LMs to encode366

{ei}, denote the output embeddings as {hei}. The367

embeddings of the special tokens and the step mem-368

ory tokens are randomly initialized and denoted as369

{hsi} and {hmi } respectively. Denote all the token370

embeddings H = [hei ;h
s
i ;h

m
i ].371

An LSTM is used for decoding. At each decod-372

ing step T , the program token embeddings H are373

fed as the input; The decoder output hT is used374

The fair value for these options was estimated at the date 
of grant using a Black-Scholes option pricing model with 
the following weighted-average assumptions for 2006, 
2005 and 2004:

The total fair value of shares vested during 2006, 2005 was 
$9,413, $8,249 respectively. 

The aggregate intrinsic values of options outstanding and 
exercisable at December 30, 2006 were $204.1 million and $100.2 
million, respectively.

The total fair value of shares vested during 
2006, 2005 was $9,413, $8,249 respectively. 

Financial Report

Retrieved Facts

Figure 2: The retriever retrieves supporting facts (text sen-
tences or table rows) from the input financial report.

to calculate the attention vector attp and atth over 375

the input and the decoding history. Then a context 376

vector cT combines all the contextual information: 377

378

cT = Wc[attp; atth;hT ] (3) 379

Meanwhile, another attention vector att
′
p over the 380

input is applied to all the token embeddings: 381

H
′
T = Wh[H;H ◦ att′p] (4) 382

Different from other program tokens, the step mem- 383

ory tokens {mi} imply the reasoning path of the 384

program. To make use of such structure informa- 385

tion, at each decoding step indicating the end of 386

one operation[args] unit, i.e., the step to generate 387

the ending parentheses in our DSL, we compute 388

another context vector aT : 389

aT = Wa[attp; atth;hT ] (5) 390

Then the step memory token embedding corre- 391

sponding to the current step is updated as aT . 392

The final prediction is calculated with: 393

wT = softmax(H
′
T · cT ) (6) 394

During inference time, based on the grammar of 395

the DSL, we use masks at each decoding step to 396

ensure the structural correctness of the generated 397

programs. In the retriever phase, we take the top 398

n retrieved results as the input to the program gen- 399

erator. Therefore, for the training of the program 400

generator, we use the retriever result on the training 401

set (combined with the gold facts if there is any 402

wrong prediction) as the input. 403

4.2 Other Baselines 404

TF-IDF + Single Op. We use TF-IDF to retrieve 405

the top 2 sentences from the input report. Since the 406

most common case in our dataset is one-step pro- 407

gram and the most common operation is division, 408

we take the first number from each sentence and 409

apply the division operation. 410
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Input encoder

Step memory embeddings

9413add( )8249 #0divide(

Step memory embeddings

)8249

Step memory embeddings

#0 #1 ...

... was $ 9413

add( ) ...
Special token embeddings

Input embeddings

Attentions

Concat

.........

... was $ 9413

Output space Predicted token
#0 #1 ...#0 #1 ...

Update memory

LSTM 
decoder

Figure 3: The program generator. The retriever results and the question are first encoded using pre-trained LMs. At each
decoding step, the model can generate from the numbers or table row names from the input, the special tokens in the DSL, or the
step memory tokens. At the end of the generation of each operation step, we update the step memory token embeddings.

Retriever + Direct Generation. To demonstrate411

the necessity of generating the reasoning programs,412

we keep the architecture the same as our model, but413

directly generating the final results.414

Retriever + Seq2seq. We use a Seq2seq architec-415

ture for the generator, similar to the Seq2seq base-416

line in the MathQA dataset (Amini et al., 2019). A417

bi-LSTM is used for encoding the input, and then418

an LSTM is used for decoding with attention.419

Retriever + NeRd. The Neural Symbolic420

Reader(NeRd) (Chen et al., 2020d) is also a pointer-421

generator based model for program generation,422

with the state of the art results on the MathQA423

dataset (Amini et al., 2019). Different from ours,424

it directly learns the program with nested format425

as a sequence, i.e., without the step memory to-426

kens. This way the model is able to learn the pro-427

gram structures as patterns from very large-scale428

data (~40k for MathQA), but may fail on learning429

the reasoning paths. We keep the retriever part430

the same and compare with the generator part to431

demonstrate the usefulness of structure learning.432

Pre-Trained Longformer. There are also works433

on modeling very long documents with thousands434

of characters, with the attention mechanism that435

scales linearly with sequence length, like the Long-436

former (Beltagy et al., 2020). To demonstrate the437

necessity of breaking up into the pipeline of re-438

triever and program generator, we remove the re-439

triever and directly use the pre-trained Longformer440

as the input encoder in the program generator, and441

encode the whole report. The table rows are lin-442

earized similar as in §4.1.443

5 Experimental Results444

Experiment Setups. For the retriever, we use445

BERT-base as the classifier (other pre-trained mod-446

els perform similarly). Since most of the examples447

in our dataset have 1 or 2 facts, and we find that 448

longer inputs lower the performance of the pro- 449

gram generator, we take the top 3 ranked facts as 450

the retriever results. For the program generator, we 451

experiment on using BERT (Devlin et al., 2019), 452

RoBERTa (Liu et al., 2019), and FinBert (Araci, 453

2019) as the encoder, to test the performances of 454

popular large pre-trained models. For all models, 455

we use the Adam optimizer (Kingma and Ba, 2015). 456

Check Appendix B for more details of training and 457

parameter settings. 458

5.1 QA Model Performance 459

Table 2 presents the results for all the baseline sys- 460

tems. We evaluate the execution accuracy (exe acc) 461

and program accuracy (prog acc) as explained in 462

§2. For the BERT-based retriever, we have 92.98% 463

recall for the top 3 retrieved facts and 94.96% re- 464

call for the top 5. Using TF-IDF results in 82.91% 465

recall for the top 5 facts. We use the same retriever 466

results for all retriever-generator based models. 467

Directly generating the execution results gives near- 468

zero scores, which indicates the necessity of gen- 469

erating the reasoning programs. If without using 470

the retriever-generator pipeline, but directly apply- 471

ing an end-to-end pre-trained Longformer model, 472

the performance falls far behind. Because longer 473

inputs have more numbers which put more confu- 474

sions on the program generator and thus make it 475

harder to learn. Generally, the program generators 476

using pre-trained models perform much better than 477

the Seq2seq baseline, as there is language model- 478

ing knowledge that can also be used for the finance 479

domain. And larger pre-trained models give better 480

performance, as they tend to see more financial 481

corpus during their pre-training. FinBert (Araci, 482

2019) is a pre-trained model for the finance do- 483

main; its main downstream tasks are sentiment 484

analysis. The performance of using FinBert is no 485

better than BERT-large, mostly because its pre- 486
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Baselines Exe Acc Prog Acc

TF-IDF + Single Op 1.01 0.90

Retriever + Direct Generation 0.30 -

Pre-Trained Longformer (base) 21.90 20.48

Retriever + Seq2seq 20.40 18.29

Retriever + NeRd (BERT-base) 52.48 49.90

FinQANet (FinBert) 53.71 51.71

FinQANet (BERT-base) 54.95 53.52

FinQANet (BERT-large) 57.43 55.52

FinQANet (RoBERTa-base) 60.10 58.38

FinQANet (RoBERTa-large) 65.05 63.52

Human Expert Performance 91.16 87.49

General Crowd Performance 50.68 48.17

Table 2: The execution accuracy (Exe Acc) and program
accuracy (Prog Acc) for all the models. Although our best
system (65.05%) outperforms the non-expert crowd (50.68%),
the significant accuracy gap between the model and human
experts (91.16%) motivates the need for future research.

training corpus is limited (~30M words from news487

articles). Comparing FinQANet with the retriever488

+ NeRd baseline (Chen et al., 2020d), it shows the489

improvements from learning the logical structure490

of the programs. Another interesting observation is491

the comparisons with human performances. While492

there is still a large gap from the human expert493

upper bound, the best performing model already494

surpasses the general crowd performance.495

5.2 Performance Breakdown496

We conduct a set of performance breakdowns using497

the FinQANet (RoBERTa-large) model. Table 3498

shows all the results.499

Necessity of using both table and text. We run500

inferences taking facts only from a single source501

from the retriever. Inferences on individual source502

(table-only: 41.62%, text-only: 16.38%) are both503

far behind the full results (65.05%).504

The model performs the best on the table-only505

questions. The model performs the best on table-506

only questions (73.48%). Tables tend to have more507

unified structures and might be easier for the model508

to learn. Table 3 also shows that the questions509

involving both tables and texts are the most chal-510

lenging ones for the model (45.99%).511

Questions that need more than two steps to an-512

swer are challenging. The model has a low ac-513

curacy (31.65%) on the questions that need three514

Methods Exe Acc Prog Acc

full results 65.05 63.52

Necessity of table and text

table-only inference 41.62 40.48

text-only inference 16.38 15.33

Performances on table and text

table-only questions 73.48 72.10

text-only questions 53.70 52.92

table-text questions 45.99 42.34

Performances regarding program steps

1 step programs 70.27 68.77

2 step programs 63.69 61.79

>2 step programs 31.65 31.65

Programs with constants 39.80 39.80

Table 3: Performance breakdown of FinQANet (RoBERTa-
large). The model benefits from using both table and text, as
inferences on individual source yield much lower performance.
FinQANet is better at answering table-only questions, and the
questions that require more steps to solve are indeed more
challenging to the model.

or more steps. Meanwhile, not surprisingly, the 515

questions that require only one step are the easiest. 516

Constants in programs. Many programs in 517

FINQA contain constants as arguments. A constant 518

is often used to convert an English number word 519

to another. For example, we need first to use the 520

constant “1,000” to convert “1.5 billion” to “1,500 521

million” so that it can be added with “50 million”. 522

A constant is also used to explicate the implicit 523

numbers hidden in the language. For example, to 524

calculate “the average for the year 2012, 2013, and 525

2014”, the program needs to use the constant “3” as 526

the denominator, which is not mentioned explicitly 527

in the text. As shown in Table 3, the programs with 528

constants yield great challenges for our model, as 529

the performance (39.8%) is much lower than that 530

of the whole set (65.05%). 531

5.3 Error Analysis 532

We sample 50 error cases from the results of the 533

FinQANet (RoBERTa-large) model and analyze 534

them manually. 14% of the errors are caused by 535

the retriever, e.g., missing facts. 38% of them are 536

due to the lack of financial knowledge, such as the 537

meaning of some terminology. The rest are primar- 538

ily numerical reasoning errors, including complex 539

programs with multiple steps, numerical unit con- 540
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Gold program: subtract(746, 554)

Predicted program: multiply(554, const_1000000)

Gold supporting facts: text sentence(s) Question: 
what is the amount of credit lines that has been drawn in millions
 as of year-end 2016?

[1] additionally , we have other committed and uncommitted credit lines of $ 746 
million with major international banks and financial institutions to support our 
general global funding needs , including with respect to bank supported letters of 
credit, performance bonds and guarantees .
[2] approximately $ 554 million of these credit lines were available for use as of 
year-end 2016 .

shares weighted average grant-date fair value

non-vested at may 31 2009 762 42

non-vested at may 31 2010 713 42

Gold supporting facts: table row(s) Question: what is the percentage change in the total fair value of 
non-vested shares from 2009 to 2010?
Gold program: 
multiply(762, 42), multiply(713, 42), subtract(#1, #0), 
divide(#2, #0)

Predicted program: subtract(713, 42), divide(#0, 42)

Gold supporting facts: text sentence(s) Question: what is the estimated percentage of revolving credit 
facility in relation with the total senior credit facility in millions?
Gold program: multiply(1.4, const_1000), divide(945.5, #0)
Predicted program: divide(945.5, const_1000)

[1] we maintained a $ 1.4 billion senior credit facility with various financial 
institutions , including the $ 420.5 million term loan and a $ 945.5 million 
revolving credit facility .

Error 
case 
(1)

Error 
case 
(2)

Error 
case 
(3)

Figure 4: Error cases. In these examples, the retriever results all correctly cover the gold facts; thus we only present the gold facts,
gold program, and the predicted program to study the errors of the program generator. We give more error cases in Appendix
C, including the cases for the retriever errors. Example 1: The financial knowledge to calculate the ‘credit lines that has been
drawn’. Example 2: Complex reasoning of 4 steps. Example 3: Number unit conversion between ‘billion’ and ‘million’.

versions, or resolving the ordering and matching541

of the numbers and the years. Many error cases542

involve both the numerical reasoning problems and543

misunderstandings of financial knowledge. We544

show three representative error cases in Figure 4.545

6 Related Work546

Questions Answering. There have been several547

QA datasets involving numerical understandings548

and calculations. The major source is from struc-549

tured tables or knowledge bases, owning the nature550

to succinctly organize numerical information. Pop-551

ular datasets include ComplexWebQuestions (Tal-552

mor and Berant, 2018), WikiTableQuestions (Pa-553

supat and Liang, 2015), Spider (Yu et al., 2018),554

TabFact (Chen et al., 2020b), etc. For reading com-555

prehension, the dataset most related to ours is the556

DROP dataset (Dua et al., 2019), which applies557

simple calculations over texts. The top methods on558

DROP typically use specific prediction heads for559

each kind of calculation. HybridQA (Chen et al.,560

2020c) targets QA over both the table and the text,561

but not with the focus of numerical reasoning. All562

these existing datasets are built upon the general do-563

main (mostly based on Wikipedia). In contrast, our564

dataset focus on the finance domain, which demon-565

strates much more complex nature in numerical566

reasoning questions, combining both the structured567

tables and unstructured texts. Another kind of QA568

datasets related to ours is the math word problem569

datasets, like MaWPS (Koncel-Kedziorski et al.,570

2016), MathQA (Amini et al., 2019). The task is to571

generate the solution programs given a short input572

math problem. Existing models include (Kim et al.,573

2020; Chen et al., 2020a,d), etc.574

Financial NLP. Financial NLP has become one 575

of the major application domains attracting grow- 576

ing attentions. Previous works in finance domain 577

include risk management to detect fraud (Han et al., 578

2018; Wang et al., 2019; Nourbakhsh and Bang, 579

2019), sentiment analysis to assist market predic- 580

tion (Day and Lee, 2016; Wang et al., 2013; Akhtar 581

et al., 2017), opinionated Question Answering (Liu 582

et al., 2020), such as the FiQA5 dataset built from 583

forums and social media. Recent works attempt to 584

develop pre-trained models specialized for finance 585

domain (Yang et al., 2020; Araci, 2019), and the 586

downstream tasks are mostly sentiment classifica- 587

tions. To the best of our knowledge, there is no 588

previous work and dataset on building QA systems 589

of numerical reasoning on financial reports. 590

7 Conclusion and Future Work 591

This paper introduces FINQA, a new expert- 592

annotated QA dataset that aims to tackle numerical 593

reasoning over real-world financial data. The ques- 594

tions in FINQA pose great challenge for existing 595

models to resolve domain-specific knowledge, as 596

well as to acquire complex numerical reasoning 597

abilities. We propose baseline frameworks and con- 598

duct comprehensive experiments and analysis. The 599

results show that current large pre-trained models 600

still fall far behind the human expert performance. 601

This encourages potential future work on develop- 602

ing pre-training tasks for such realistic, complex 603

application domains. We believe FINQA should 604

serve as a valuable resource for the research com- 605

munity. 606

5https://sites.google.com/view/fiqa/home
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8 Ethical Considerations607

Data Access and Licensing. We develop608

FINQA based on the publicly available earnings609

reports of S&P 500 companies from 1999 to 2019,610

collected in the FinTabNet dataset (Zheng et al.,611

2021). The FinTabNet dataset is publicly available612

under the CDLA-Permissive6 license, which613

permits us to create additional annotations on top614

of the data (“Enhanced Data”, §1.5 of CDLA)615

and publish the annotations (“Publish”, §1.9 of616

CDLA).617

Dataset Collection Process and Conditions.618

For the annotation of our FINQA dataset on Up-619

work, we first launch interviews of the task intro-620

duction with 4 example questions, which is paid as621

$30, for them to try a few examples to get informed622

and familiar with the task. Then based on their con-623

sents to continue working on the large-scale job,624

we discuss with the workers to reach agreements625

on the compensation before starting the large-scale626

job. We pay around $2.0 per question, and the627

hourly rates are discussed and agreed upon with628

both sides based on the working speed of differ-629

ent workers. Among all eleven US-based hires,630

the average hourly rate is $35.0, and the minimum631

and maximum hourly rates are $20 and $50, re-632

spectively. The evaluation tasks follow the similar633

procedure, and each question is paid as $2.0.634

IRB (Institutional Review Board) Approval.635

This project is approved by our Institutional Review636

Board (IRB). The systems trained using our dataset637

are primarily intended to be used as augmenting638

human decision-making in financial analysis, but639

not as a replacement of human experts.640
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Appendix A: Operation Definitions858

We describe all the operations in Table 4.859

Appendix B: Experiment Details860

All the validation results of the baselines are shown861

in Table 5. The trainings of all models are con-862

ducted on TITAN RTX GPUs. All the implementa-863

tion and pre-trained models are based on the hug-864

gingface transformers library. We use the Adam865

optimizer (Kingma and Ba, 2015). The parameter866

settings are the following:867

Retriever The learning rate is set as 3e-5, with868

batch size of 16.869

TF-IDF + Single Op We use the TF-IDF from the870

Scikit-learn library.871

FinQANet The learning rate is set as 1e-5. For872

Bert-base, Roberta-base, and finBert we use batch873

size of 32; For Bert-large and RoBerta-large we use874

batch size of 16 due to GPU memory constraints.875

Retriever + Seq2seq A bidirectional LSTM is876

used for encoding the input, then an LSTM is used877

for decoding with attention. Learning rate is set as 878

1e-3, hidden size as 100. 879

Retriever + NeRd The parameter settings are the 880

same as FinQANet. 881

Pre-Trained Longformer We truncate the maxi- 882

mum input length as 2,000. The learning rate is set 883

as 2e-5, with batch size of 16 due to GPU memory 884

constraints. 885

For more modeling details refer to our released 886

code. 887

Appendix C: Case Studies 888

Here we provide more case studies with the full in- 889

put reports. For all the examples the gold evidence 890

is highlighted in blue. 891

Appendix D: Annotation Interface 892

We use Turkle7 to build our annotation platform, 893

which is a Django-based web application that can 894

run in a local server. Figure 8 and Figure 9 show 895

our annotation interface. After the annotators finish 896

one example, they will use the validation check 897

button to automatically check the validity of their 898

inputs. 899

7https://github.com/hltcoe/turkle
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Name Arguments Output Description

add number1, number2 number add two numbers: number1 + number2

subtract number1, number2 number subtract two numbers: number1− number2

multiply number1, number2 number multiply two numbers: number1 · number2

divide number1, number2 number multiply two numbers: number1/number2

exp number1, number2 number exponential: number1number2

greater number1, number2 bool comparison: number1 > number2

table-sum table header number the summation of one table row

table-average table header number the average of one table row

table-max table header number the maximum number of one table row

table-min table header number the minimum number of one table row

Table 4: Definitions of all operations

Baselines Execution
Accuracy (%)

Program
Accuracy (%)

TF-IDF + Single Op 1.65 1.65

Retriever +
Direct Generation 0.87 -

Pre-Trained
Longformer (base) 23.83 22.56

Retriever + Seq2seq 24.47 22.87

Retriever +
NeRd (BERT-base) 53.49 51.33

FinQANet (FinBert) 53.49 50.82

FinQANet (BERT-base) 54.12 51.71

FinQANet (BERT-large) 58.17 55.39

FinQANet (RoBerta-base) 63.12 60.33

FinQANet (RoBerta-large) 67.43 64.64

Table 5: Results on validation set
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Input Report AWK/2014/page_121.pdf
… (abbreviate 20 sentences)...  the ppaca effectively changes the tax treatment of federal subsidies paid to sponsors of retiree health benefit plans that provide a benefit 
that is at least actuarially equivalent to the benefits under medicare part d . the acts effectively make the subsidy payments taxable in tax years beginning after december 
31 , 2012 and as a result , the company followed its original accounting for the underfunded status of the other postretirement benefits for the medicare part d adjustment 
and recorded a reduction in deferred tax assets and an increase in its regulatory assets amounting to $ 6348 and $ 6241 at december 31 , 2014 and 2013 , respectively . 
the following table summarizes the changes in the company 2019s gross liability , excluding interest and penalties , for unrecognized tax benefits: .        

balance at january 1 2013 $ 180993

increases in current period tax position 27229

decreases in prior period measurement of tax positions -30275 ( 30275 )

balance at december 31 2013 $ 177947

increases in current period tax positions 53818

decreases in prior period measurement of tax positions -36528 ( 36528 )

balance at december 31 2014 $ 195237

the total balance in the table above does not include interest and penalties of $ 157 and $ 242 as of december 31 , 2014 and 2013 , respectively , which is recorded as a 
component of income tax expense .

Question: what was the net change in tax positions in 2014?
Gold program: add(53818, -36528), add(#0, 157)

Retrieved evidence:
[1] at december 31 , 2014 and 2013 , the company had state nols of $ 542705 and $ 628049 , respectively , a portion of which are offset by a valuation allowance because 
the company does not believe these nols are more likely than not to be realized. 
[2] table row: increases in current period tax positions; 53818
[3] decreases in prior period measurement of tax positions; -36528 ( 36528 )
Predicted program: 
add(53818, -36528)

Figure 5: Error case study 1: The net change in the tax position is the sum of the increase and the decrease plus the penalties and
interest. The model lacks this finance knowledge, thus the retriever fails to retrieve the sentence describing the penalties and
interest. Another challenging point is the table understanding, since in this case, it’s hard to distinguish the retrieved two table
rows for the year 2013 or 2014, using our method that regards each table row as basic unit. The model needs to look at the full
table to get this global information.

Input Report MKTX/2004/page_99.pdf
… (abbreviate 5 sentences)... cumulative accrued but unpaid dividends were forfeited upon conversion of shares of series b convertible preferred stock into common stock 
. as such , the company did not accrue dividends , as liquidation of the shares of series b convertible preferred stock was not anticipated . as of december 31 , 2004 , the 
company had 110000000 authorized shares of common stock and 10000000 authorized shares of non-voting common stock . as of december 31 , 2003 , the company 
had 120000000 authorized shares of common stock and 450060 authorized shares of non-voting common stock . common stock entitles the holder to one vote per share 
of common stock held . … (abbreviate 11 sentences)...
            "non-voting common stock is convertible on a one-for-one basis into shares of common stock at any time subject to a limitation on conversion to the extent such conversion would result in a 
stockholder , together with its affiliates , owning more than 9.99% ( 9.99
 % ) of the outstanding shares of com
year ended december 31 as of december 31 , 2004 as of december 31 , 2003

2005 $ 2014 $ 177973

Question: as of december 31 , 2004 , how many shares of common stock were outstanding?
Gold program: add(110000000, 10000000)

Retrieved evidence:
[1] as of december 31 , 2004 , the company had 110000000 authorized shares of common stock and 10000000 authorized shares of non-voting common stock .
[2] as of december 31 , 2003 , the company had 120000000 authorized shares of common stock and 450060 authorized shares of non-voting common stock .
[3] in 2004 and 2003 , the company had 1939734 shares and 1937141 shares , respectively , of common stock that were issued to employees .
Predicted program: 
subtract(110000000, 11000000)

Figure 6: Error case study 2: The model does not have the financial knowledge of how to calculate the ’common stock
outstanding’.
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Input Report K/2013/page_23.pdf-1
… (abbreviate 12 sentences)... underlying gross margin declined by 180 basis points in 2012 as a result of cost inflation , net of cost savings , and the lower margin 
structure of the pringles business . underlying sga% ( sga % ) was consistent with 2011 . our underlying gross profit , underlying sga , and underlying operating profit 
measures are reconciled to the most comparable gaap measure as follows: 

( dollars in millions ) 2013 2012 2011

reported gross profit ( a ) $ 6103 $ 5434 $ 5152

… abbreviate 10 rows ...

underlying operating profit ( d ) $ 2098 $ 2014 $ 2109

Question: if 2014 underlying operating profit increases at the same pace as 2013 , what would it be , in millions?
Gold program: divide(2098, 2014), multiply(2098, #0)

Retrieved evidence:
[1] underlying gross margin declined by 110 basis points in 2013 due to the impact of inflation , net of productivity savings , lower operating leverage due to lower sales 
volume , and the impact of the lower margin structure of the pringles business 
[2] table row: ( dollars in millions ) The underlying operating profit ( d ) of 2013 is $ 2098 ; The underlying operating profit ( d ) of 2012 is $ 2014 ; The underlying operating 
profit ( d ) of 2011 is $ 2109 ;
[3] during 2013 , we recorded $ 42 million of charges associated with cost reduction initiatives .
Predicted program: 
divide(2098, 2098), multiply(2098, #0)

Figure 7: Error case study 3: Complex numerical reasoning.

Figure 8: Annotation interface: Display report.
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Figure 9: Annotation interface: Annotator input fields.
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