
Model-Based Offline Reinforcement Learning with
Pessimism-Modulated Dynamics Belief

Anonymous Author(s)
Affiliation
Address
email

Abstract

Model-based offline reinforcement learning (RL) aims to find highly rewarding1

policy, by leveraging a previously collected static dataset and a learned dynamics2

model. While the dynamics model is learned by reusing the static dataset, its3

generalization ability hopefully promotes policy learning if properly utilized. To4

that end, several works propose to quantify the uncertainty of predicted dynamics,5

and explicitly apply it to penalize reward. However, as the dynamics has different6

implication than the reward, characterizing the impact of dynamics uncertainty7

through reward penalty may incur unexpected tradeoff between model utilization8

and risk avoidance. In this work, we instead maintain a belief distribution over9

dynamics, and evaluate/optimize policy through biased sampling from the belief.10

The sampling procedure, biased towards pessimism, is derived based on an alter-11

nating Markov game formulation of offline RL. We formally show that the biased12

sampling naturally induces an updated dynamics belief with policy-dependent13

reweighting factor, termed Pessimism-Modulated Dynamics Belief. To improve pol-14

icy, we devise an iterative regularized policy optimization algorithm for the game,15

with guarantee of monotonous improvement under certain condition. To make16

practical, we further devise an offline RL algorithm to approximately find the solu-17

tion. Empirical results show that the proposed approach achieves state-of-the-art18

performance on a wide range of offline RL benchmark tasks.19

1 Introduction20

In typical paradigm of RL, the agent actively interacts with environment and receives feedback21

to promote policy improvement. The essential trail-and-error procedure can be costly, unsafe or22

even prohibitory in practice (e.g. robotics [1], autonomous driving [2], and healthcare [3]), thus23

constituting a major impediment to actual deployment of RL. Meanwhile, in vast of applications,24

historical data records are available to reflect the system feedback under a predefined policy. This25

raises the opportunity to learn policy in purely offline setting.26

In offline setting, as no further interaction with environment is permitted, the dataset provides a limited27

coverage in state-action space. Then, the policy that induces out-of-distribution (OOD) state-action28

pairs can not be well evaluated in offline learning phase, and deploying it online potentially attains29

terrible performance. Recent studies have reported that applying vanilla RL algorithms to offline30

dataset exacerbates such a distributional shift [4–6], making them unsuitable for offline setting.31

To tackle the distributional shift issue, a number of offline RL approaches have been developed.32

Specifically, one category of them propose to directly constrain the policy close to the one collecting33

data [4, 5, 7, 8], or penalize Q-value towards conservatism for OOD state-action pairs [9–11]. While34

they achieve remarkable performance gains, the policy regularizer and the Q-value penalty tightly35

restricts the produced policy within the data manifold. Instead, more recent works consider to36
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quantify the uncertainty of Q-value with neural network ensembles [12], where the consistent Q-value37

estimates indicate high confidence and can be plausibly used during learning process, even for OOD38

state-action pairs [13, 14]. However, the uncertainty quantification over OOD region highly relies39

on how neural network generalizes [15]. As the prior knowledge of Q-function is hard to acquire40

and insert into the neural network, the generalization is unlikely reliable to facilitate meaningful41

uncertainty quantification [16]. Notably, all these works are model-free.42

Model-based offline RL optimizes policy based on a constructed dynamics model. Compared to the43

model-free approaches, one prominent advantage is that the prior knowledge of dynamics is easier44

to access. First, the generic prior like smoothness widely exists in various domains [17]. Second,45

the sufficiently learned dynamics models for relevant tasks can act as a data-driven prior for the46

concerned task [18–20]. With richer prior knowledge, the uncertainty quantification for dynamics is47

more trustworthy. Similar to the model-free approach, the dynamics uncertainty can be incorporated48

to find reliable policy beyond data coverage. However, an additional challenge is how to characterize49

the accumulative impact of dynamics uncertainty on the long-term reward, as the system dynamics is50

with entirely different implication compared to the reward or Q-value.51

Although existing model-based offline RL literature theoretically bounds the impact of dynamics52

uncertainty on final performance, their practical variants characterize the impact through reward53

penalty [6, 21, 22]. Concretely, the reward function is penalized by the dynamics uncertainty for each54

state-action pair [21], or the agent is enforced to a low-reward absorbing state when the dynamics55

uncertainty exceeds a certain level [6]. While optimizing policy in these constructed MDPs stimulates56

anti-uncertainty behavior, the final policy tends to be over-conservative. For example, even the57

transition dynamics for a state-action pair is ambiguous among several possible candidates, these58

candidates may generate the states from which the system evolves similarly.1 Then, such a state-action59

pair should not be treated specially. For a more detailed discussion of related works, see Appendix A.60

Motivated by the above intuition, we propose pessimism-modulated dynamics belief for model-based61

offline RL. In contrast with the previous approaches, the dynamics uncertainty is not explicitly62

quantified. To characterize its impact, we maintain a belief distribution over system dynamics, and63

the policy is evaluated and optimized through biased sampling from it. The sampling procedure,64

biased towards pessimism, is derived based on an alternating Markov game (AMG) formulation of65

offline RL. We formally show that the biased sampling naturally induces an updated dynamics belief66

with policy-dependent reweighting factor, termed Pessimism-Modulated Dynamics Belief. Besides,67

the degree of pessimism is monotonously determined by the hyperparameters in sampling procedure.68

The considered AMG formulation can be regarded as a generalization of robust MDP, which is69

proposed as an surrogate to optimize the percentile performance in face of dynamics uncertainty70

[23, 24]. However, robust MDP suffers from two significant shortcomings: 1) The percentile criterion71

is over-conservative since it fixates on a single pessimistic dynamics instance [25, 26]; 2) Robust72

MDP is constructed based on an uncertainty set, and the improper choice of uncertainty set would73

further aggravate the degree of conservatism [27, 28]. The AMG formulation is kept from these74

shortcomings. To solve the AMG, we devise an iterative regularized policy optimization algorithm,75

with guarantee of monotonous improvement under certain condition. To make practical, we further76

derive an offline RL algorithm to approximately find the solution, and empirically evaluate it on the77

offline RL benchmark D4RL. The results show that the proposed approach obviously outperforms78

previous state-of-the-art (SoTA) in 9 out of 18 environment-dataset configurations and performs79

competitively in the rest, without tuning hyperparameters for each task. The proof of theorems in this80

paper are presented in Appendix B.81

2 Preliminaries82

Markov Decision Process (MDP) A MDP is depicted by the tuple (S,A, T, r, ρ0, γ), where S,A83

are state and action spaces, T (s′|s, a) is the transition probability, r(s, a) is the reward function,84

ρ0(s) is the initial state distribution, and γ is the discount factor. The goal of RL is to find the policy85

π : s→ ∆(A) that maximizes the cumulative discounted reward:86

J(π, T ) = Eρ0,T,π

[ ∞∑
t=0

γtr(st, at)

]
, (1)

1Or from these states, the system evolves differently but generates similar rewards.
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where ∆(·) denotes the probability simplex. In typical RL paradigm, this is achieved via actively87

interacting with environment.88

Offline RL In offline setting, the environment is unaccessible, and only a static dataset D =89

{(s, a, r, s′)} is provided, containing the previously logged data samples under an unknown behavior90

policy. Offline RL aims to optimize the policy by solely leveraging the offline dataset.91

To simplify the presentation, we assume the reward function r and initial state distribution ρ0 are92

known. Then, the system dynamics is unknown only in terms of the transition probability T . Note93

that the considered formulation and the proposed approach can be easily extend to the general case94

without additional technical modification.95

Robust MDP With the offline dataset, a straightforward strategy is first learning a dynamics model96

τ(s′|s, a) and then optimizing policy via simulation. However, due to the limitedness of available data,97

the learned model is inevitably imprecise. Robust MDP [23] is an surrogate to optimize policy with98

consideration of the ambiguity of dynamics. Concretely, robust MDP is constructed by introducing an99

uncertainty set T = {τ} to contain plausible transition probabilities. If the uncertainty set includes100

the true transition with probability of (1 − δ), the performance of any policy π in true MDP can101

be lower bounded by minτ∈T J(π, τ) with probability of at least (1 − δ). Thus, the percentile102

performance for the true MDP can be optimized by finding a solution to103

max
π

min
τ∈T

J(π, τ). (2)

Despite its popularity, Robust MDP suffers from two major shortcomings: First, the percentile104

criterion overly fixates on a single pessimistic transition instance, especially when there are multiple105

optimal policies for this transition but they lead to dramatically different performance for other106

transitions [25, 26]. This behavior results in unnecessarily conservative policy.107

Second, the level of conservatism can be further aggravated when the uncertainty set is inappropriately108

constructed [27]. For a given policy π, the ideal situation is that T contains the (1− δ) proportion109

of transitions with which the policy achieves higher performance than with the other δ proportion.110

Then, minτ∈T J(π, τ) is exactly the δ-quantile performance. This requires the uncertainty set to111

be policy-dependent, and during policy optimization the uncertainty set should change accordingly.112

Otherwise, if T is predetermined and keeps fixed, it is possible to have τ ′ /∈ T with non-zero113

probability and satisfying J(π∗, τ ′) > minτ∈T J(π∗, τ), where π∗ is the optimal policy for (2).114

Then, adding τ ′ into T does not affect the optimal solution of the problem (2). This indicates that115

we are essentially optimizing a δ′-quantile performance, where δ′ can be much smaller than δ. In116

literature, the uncertainty sets are mostly predetermined before policy optimization [23, 29–31].117

3 Pessimism-Modulated Dynamics Belief118

In short, robust MDP is over-conservative due to the fixation on a single pessimistic transition instance119

and the predetermination of uncertainty set. In this work, we strive to take the entire spectrum of120

plausible transitions into account, and let the algorithm by itself determine which subset deserves121

more attention. To this end, we consider an alternating Markov game formulation of offline RL, based122

on which the proposed offline RL approach is derived.123

3.1 Formulation124

Alternating Markov game (AMG) The AMG is a specialization of two-player zero-sum game,125

depicted by (S, S̄,A, Ā, G, r, ρ0, γ). The game starts from a state sampled from ρ0, then two players126

alternatively choose actions a ∈ A and ā ∈ Ā under states s ∈ S and s̄ ∈ S̄, along with the game127

transition defined by G(s̄|s, a) and G(s|s̄, ā). At each round, the primary player receives reward128

r(s, a) and the secondary player receives its negative counterpart −r(s, a).129

Offline RL as AMG We formulate the offline RL problem as an AMG, where the primary player130

optimizes a reliable policy for our concerned MDP in face of stochastic disturbance from the131

secondary player. The AMG is constructed by augmenting the original MDP. As both have the132

transition probability, we use game transition and system transition to differentiate them.133
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For the primary player, its state space S, action space A and reward function r(s, a) are same with134

those in the original MDP. After the primary player acts, the game emits a N -size set of system135

transition candidates T sa. Formally, the set is generated according to136

G (s̄ = T sa|s, a) =
∏

τsa∈T sa
PsaT (τsa), (3)

where PsaT is a given belief distribution of system transition τ(·|s, a) under state-action pair (s, a), and137

we use τsa(·) to re-denote τ(·|s, a) for short. According to (3), the elements in T sa are independent138

and identically distributed samples following PsaT . The major difference to uncertainty set in robust139

MDP is that the set introduced here is unfixed and stochastic for each step. To differentiate with140

uncertainty set we call it candidate set, but to avoid redundancy we reuse the notation of T . The belief141

distribution PsaT can be chosen arbitrarily to incorporate knowledge of system transition. Particularly,142

when the prior distribution of system transition is accessible, PsaT can be obtained as the posterior by143

integrating the prior and the evidence D through Bayes’ rule.144

For the secondary player, it receives the candidate set T sa as state. Thus, we can denote its state145

space by S̄ = ∆N (S), i.e., an n-fold Cartesian product of probability simplex over S . Note that this146

state T sa also takes the role of action space, i.e., Ā = T sa, meaning that the action of secondary147

player is to choose a system transition from the candidate set. Given the chosen τsa ∈ T sa, the game148

evolves by sampling τsa, i.e.,149

G (s′|s̄ = T sa, ā = τsa) = τsa(s′), (4)

and the primary player receives s′ to make the game continue. In the following, we omit the150

superscript sa in τsa, T sa and PsaT when it is clear from the context. We also use PNT (T sa) to151

compactly denote the game transition G (s̄ = T sa|s, a) in (3).152

For the above AMG, we consider a specific policy (explained below) for the secondary player, such153

that the cumulative discounted reward of the primary player with policy π can be written as:154

J(π) := E
ρ0,π,PNT

bminckτ0∈T0

[
E

τ0,π,PNT
bminckτ1∈T1 · · ·

[
E

τ∞,π

[ ∞∑
t=0

γtr(st, at)

]]]
, (5)

where the subscripts of τ and T denote time step, the expectation is over st ∼ ρ0 or155

τt−1(·|st−1, at−1), at ∼ π(·|st) and Tt ∼ PNT , and the operator bminckx∈X f(x) denotes finding156

kth minimum of f(x) over x ∈ X . The policy of secondary player is implicitly defined by the157

operator bminckx∈X f(x). When changing k ∈ {1, 2, · · · , N}, the secondary player exhibits various158

degree of adversarial or aggressive disturbance to the future reward. From the view of original MDP,159

this behavior raises flexible tendency ranging from pessimism to optimism when evaluating policy π.160

The distinctions between the above AMG and robust MDP can be highlighted in the two aspects:161

1) With a belief distribution over transitions, robust MDP will select only part of its supports with162

non-zero probability into uncertainty set, and the set elements are treated indiscriminatingly. It163

means that both the possibility of transitions out of the uncertainty set and the relative likelihood of164

transitions within the uncertainty set are discarded. However, in the AMG, the candidate set simply165

contains samples drawn from the belief distribution, implying no information drop in an average166

sense. Intuitively, by keeping richer knowledge of the system, the performance evaluation is more167

exact and away from excessive conservatism; 2) In robust MDP, the level of conservatism is expected168

to be controlled by its hyperparameter δ. However, as illustrated in Section 2, a smaller δ does not169

necessarily corresponds to a more conservative performance evaluation, because of the extra impact170

from uncertainty set construction. In contrast, for the AMG, the degree of conservatism is adjusted171

by the size of candidate size N and the order of minimum k. When changing k or N , the impact to172

performance evaluation is known for certain, as formalized in Theorem 3.173

To evaluate J(π), we define the following Bellman backup operator:174

BπN,kQ(s, a) = r(s, a) + γEPNT

[
bminckτ∈T Eτ,π [Q(s′, a′)]

]
. (6)

As the operator depends on N , k and we emphasize pessimism in offline RL, we call it (N, k)-175

pessimistic Bellman backup operator. Compared to the standard Bellman backup operator in Q-176

learning, BπN,k additionally includes the expectation over T ∼ PNT and the k-minimum operator over177

τ ∈ T . Despite these differences, we prove that BπN,k is still a contraction mapping, based on which178

J(π) can be easily evaluated.179
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Theorem 1 (Policy Evaluation). The (N, k)-pessimistic Bellman backup operator BπN,k is a contrac-180

tion mapping. By starting from any function Q : S × A → R and repeatedly applying BπN,k, the181

sequence converges to QπN,k, with which we have J(π) = Eρ0,πQπN,k(s0, a0).182

3.2 Pessimism-Modulated Dynamics Belief183

With the converged Q-value, we are ready to establish a more direct connection between the AMG184

and the original MDP. The connection appears as the answer to a natural question: the calculation of185

(6) encompasses biased samples from the dynamics belief distribution, can we treat these samples186

as the unbiased ones sampling from another belief distribution? We give positive answer in the187

following theorem.188

Theorem 2 (Equivalent MDP with Pessimism-Modulated Dynamics Belief). The alternating Markov189

game in (5) is equivalent to the MDP with tuple (S,A, T̃ , r, ρ0, γ), where the transition probability190

T̃ (s′|s, a) = EP̃saT
[τsa(s′)] is defined with the reweighted belief distribution P̃saT :191

P̃saT (τsa) ∝ w
(
Eτsa,π

[
QπN,k(s′, a′)

]
; k,N

)
PsaT (τsa), (7)

w(x; k,N) =
[
F (x)

]k−1[
1− F (x)

]N−k
, (8)

and F (·) is cumulative density function. Furthermore, the value of w(x; k,N) first increases and192

then decreases with x, and its maximum is obtained at the k−1
N−1 quantile, i.e., x∗ = F−1

(
k−1
N−1

)
.193

In right-hand side of (18), τsa itself is random following the belief distribution, thus194

Eτsa,π
[
QπN,k(s′, a′)

]
, as a functional of τsa, is also a random variable, and its cumulative density195

function is determined by the belief distribution PsaT . Intuitively, we can treat Eτsa,π
[
QπN,k(s′, a′)

]
196

as a pessimism indicator for transition τsa, with larger value indicating less pessimism.197

From Theorem 2, the maximum of w is obtained at τ∗: F
(
Eτ∗,π

[
QπN,k(s′, a′)

])
= k−1

N−1 , i.e., the198

transition with k−1
N−1 -quantile pessimism indicator. Besides, when Eτsa,π

[
QπN,k(s′, a′)

]
departs the199

k−1
N−1 quantile, the reweighting coefficient for its τsa decreases. Considering the effect of w to200

P̃saT and the equivalence between the AMG and the refined MDP, we can say that J(π) is a soft201

percentile performance. Compared to the standard percentile criteria, J(π) is derived by reshaping202

belief distribution towards concentrating around a certain percentile, rather than fixating on a single203

percentile point. Due to this feature, we term P̃saT Pessimism-Modulated Dynamics Belief (PMDB).204

Lastly, recall that all the above derivations are with hyperparameters k and N , we present the205

monotonicity ofQπN,k over them in Theorem 3. Furthermore, by combining Theorem 1 with Theorem206

3, we conclude that J(π) decreases with N and increases with k.207

Theorem 3 (Monotonicity). The converged Q-function QπN,k are with the following properties:208

• Given any k, the Q-function QπN,k element-wisely decreases with N ∈ {k, k + 1, · · · }.209

• Given any N , the Q-function QπN,k element-wisely increases with k ∈ {1, 2, · · · , N}.210

• The Q-function QπN,N element-wisely increases with N .211

k

1       2        3        4       5        6       7        8          N

Robust
MDP

.MBRL

 N=k

Figure 1: Monotonicity of Q-values. The
arrows indicate the directions along which
Q-values increase.

Remark 1 (Special Cases). For N = k = 1, we have212

P̃saT = PsaT . Then, the performance is evaluated through sam-213

pling the initial belief distribution. This resembles the com-214

mon methodology in model-based RL (MBRL), with dynam-215

ics belief defined by the uniform distribution over dynamics216

model ensembles. For k = δ(N − 1) + 1 and N →∞, P̃saT217

asymptotically collapses to be a delta function. Then, J(π)218

degrades to fixate on a single transition instance. It is equiv-219

alent to the robust MDP with the uncertainty set constructed220

as
{
τsa : PsaT (τsa) > 0,Eτsa,π

[
QπN,k(s′, a′)

]
≥ F−1(δ)

}
.221

In this sense, the AMG is a successive interpolation between222

model-based RL and robust MDP.223
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4 Policy Optimization with Pessimism-Modulated Dynamics Belief224

In this section, we optimize policy by maximizing J(π). The major consideration is that the225

methodology should adapt well for both discrete and continuous action spaces. In continuous setting226

of MDP, the policy can be updated by following stochastic/deterministic policy gradient [32, 33].227

However, for the AMG, evaluating J(π) itself involves an inner dynamic programming procedure228

as in Theorem 1. As each evaluation of J(π) can only produce one exact gradient, it is inefficient229

to maximize J(π) via gradient-based method. Instead, in this section we consider a series of sub-230

problems with Kullback–Leibler (KL) regularization. Solving each sub-problem makes prominent231

update to the policy, and the sequence of solutions for sub-problems converges to the optimal policy232

regarding J(π). Based on this idea, we further derive offline RL algorithm to approximately find the233

solution.234

4.1 Iterative Regularized Policy Optimization235

Define the KL-regularized return for the AMG by236

J̄(π;µ) := E
ρ0,π,PNT

bminckτ0∈T0

[
E

τ0,π,PNT
bminckτ1∈T1 · · ·

[
E

τ∞,π

[ ∞∑
t=0

γt
(
r(st, at)

−αDKL

(
π(·|st)

∣∣∣∣ µ(·|st)
))]]]

, (9)

where α ≥ 0 is the strength of regularization, and µ is a reference policy to keep close with.237

KL-regularized MDP is considered in previous works to enhance exploration, improve robustness238

to noise or insert expert knowledge [34–38]. Here, the idea is to constrain the optimized policy in239

neighbour of a reference policy so that the inner problem is adequately evaluated for such a small240

policy region.241

To optimize J̄(π;µ), we introduce the soft (N, k)-pessimistic Bellman backup operator:242

B̄∗N,kQ(s, a) = r(s, a) + γEPNT

[
bminckτ∈T Eτ

[
α logEµ exp

(
1

α
Q(s′, a′)

)]]
. (10)

Theorem 4 (Regularized Policy Optimization). The soft (N, k)-pessimistic Bellman backup operator243

B̄∗N,k is a contraction mapping. By starting from any function Q : S × A → R and repeatedly244

applying B̄∗N,k, the sequence converges to Q̄∗N,k, with which the optimal policy for J̄(π;µ) is obtained245

as π̄∗(a|s) ∝ µ(a|s) exp
(

1
α Q̄
∗
N,k(s, a)

)
.246

Apparently, the solved policy π̄∗ depends on the reference policy µ, and setting µ arbitrarily aforehand247

can result in suboptimal policy for J(π). In fact, we can construct a sequence of sub-problems with the248

objective J̄(π;µ), where µ is chosen as an improved policy from last sub-problem. By successively249

solving them, the optimal policy that maximizes J(π) is attained.250

Theorem 5 (Iterative Regularized Policy Optimization). By starting from any stochastic policy251

π0 : s → ∆(A) and repeatedly finding πi+1 : J̄(πi+1;πi) > J̄(πi;πi) , the sequence of {πi}252

converges to the optimal policy π∗ for J(π). Besides, policies in the sequence are monotonically253

improved regarding J(π), i.e., J(πi+1) ≥ J(πi).254

Ideally, by combining Theorems 4 and 5, the optimal solution for J(π) can be obtained by infinitely255

applying soft pessimistic Bellman backup operator for each of the sequential sub-problems.256

Remark 2 (Iterative Regularized Policy Optimization as Expectation–Maximization with Structured257

Variational Posterior). According to Theorem 2, PMDB can be recovered with the converged Q-258

function Qπ
∗

N,k. From an end-to-end view, we have an initial dynamics belief PsaT , then via the259

calculation based on the belief samples and the reward function, we obtain the updated dynamics260

belief P̃saT . It is likely that we are doing some form of posterior inference, where the evidence comes261

from the reward function. In fact, the iterative regularized policy optimization can be formally recast262

as an Expectation-Maximization algorithm for offline policy optimization, where the Expectation step263

correponds to a structured variational inference procedure for dynamics. We elaborate it in Appendix264

C.265
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4.2 Offline Reinforcement Learning with Pessimism-Modulated Dynamics Belief266

While solving each sub-problem makes prominent update to policy compared with the policy gradient267

method, we may need to construct several sub-problems before optimally maximizing J(π), then268

exactly solving each of the sub-problem can incur unnecessary computation. For practical consid-269

eration, next we introduce a smooth-evolving reference policy, with which the explicit boundary270

between sub-problems is blurred. Based on this reference policy, and by further adopting function271

approximator, we devise an offline RL algorithm to approximately maximize J(π).272

The idea of smooth-evolving reference policy is inspired by the soft-updated target network in273

deep RL literature [39, 40]. That is setting the reference policy as a slowly tracked copy of the274

policy being optimized. Formally, consider a parameterized policy πφ with the parameter φ. In the275

process of optimizing πφ, the reference policy is set as µ = πφ′ , where φ′ is the moving average of276

φ : φ′ ← ω1φ+ (1− ω1)φ′. With small enough ω1, the Q-value of the state-action pairs induced by277

πφ′ (or its slight variant) can be sufficiently evaluated, before being used to update the policy. Next,278

we detail the loss functions to learn Q-value and policy with neural network approximators.279

Denote the parameterized Q-function by Qθ with the parameter θ. It is trained by minimizing the280

Bellman residual of both the AMG and the empirical MDP:281

LQ(θ) =E(s,a,T )∼D′

[(
Qθ(s, a)−Q̂AMG(s, a)

)2
]

+E(s,a,s′)∼D

[(
Qθ(s, a)−Q̂MDP(s, a)

)2
]
, (11)

with282
Q̂AMG(s, a) = r(s, a) + γbminckτ∈T Eτ

[
α logEπφ′ exp

(
1

α
Qθ′(s

′, a′)

)]
, (12)

Q̂MDP(s, a) = r(s, a) + γ · α logEπφ′ exp

(
1

α
Qθ′(s

′, a′)

)
, (13)

where Qθ′ represent the target Q-value softly updated for stability [40], i.e., θ′ ← ω2θ + (1− ω2)θ′,283

and D′ is the on-policy data buffer for the AMG. Since the game transition is known, the game can be284

executed with multiple counterparts in parallel, and the buffer only collects the latest sample for each285

of them. To promote direct learning from D, we also include the Bellman residual of the empirical286

MDP in (11).287

As with policy update, Theorem 4 states that the optimal policy for J̄(π;µ) is propotional to288

µ(a|s) exp
(

1
α Q̄
∗
N,k(s, a)

)
. Then, we update πφ by supervisedly learning this policy, with µ and289

Q̄∗N,k replaced by the smooth-evolving reference policy and the learned Q-value:290

LP (φ) = Es∼D∪D′
[
DKL

(
πφ′(·|s) exp

(
1
αQθ(s, ·)

)
Eπφ′

[
exp

(
1
αQθ(s, a)

)] ∣∣∣∣∣
∣∣∣∣∣ πφ(·|s)

)]

= A · Es∼D∪D′
a∼πφ′

[
exp

(
1

α
Qθ(s, a)

)
log πφ(a|s)

]
+B, (14)

where A and B are constant terms. In general, (14) can be replaced by any tractable function that291

measures the similarity of distributions. For example, when πφ is Gaussian, we can apply the recent292

proposed β-NLL [41], in which each data point’s contribution to the negative log-likelihood loss is293

weighted by the β-exponentiated variance to improve learning heteroscedastic behavior.294

To summarize, the algorithm alternates between collecting on-policy data samples and updating295

the function approximators. In detail, the latter procedure includes updating the policy with (11),296

updating the Q-value with (14), and updating reference policy as well as target Q-value with the297

moving-average rule. The complete algorithm is listed in Appendix D.298

5 Experiments299

Through the experiments, we aim to answer the following questions: 1) How does the proposed300

approach compared to the previous SoTA offline RL algorithms on standard benchmark? 2) How301

does the learning process in the AMG connect with the performance change in the original MDP? 3)302

Section 3 presents the monotonicity of J(π) over N and k for any specified π, and it is easy to verify303

that this statement also holds when considering optimal policy for each setting of (N, k). However,304

with neural network approximator, our proposed offline RL algorithm approximately solves the AMG.305

Then, how is the monotonicity satisfied in this case?306
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We consider the Gym domains in the D4RL benchmark [42] to answer these questions. As PMDB307

relies on the initial dynamics belief, inserting additional knowledge into the initial dynamics belief308

will result in unfair comparison. To avoid that, we consider an uniform distribution over dynamics309

model ensembles as the initial belief. The dynamics model ensembles are trained in supervised310

manner with the offline dataset. This is similar to previous model-based works [6, 21], where311

the dynamics model ensembles are considered for dynamics uncertainty quantification. Since312

hyperparameter tuning for offline RL algorithms requires extra online test for each task, we purposely313

keep the same hyperparameters for all tasks, except when answering the last question. Especially,314

the hyperparameters in sampling procedure are N = 10 and k = 2. The more detailed setup for315

experiments and hyperparameters can be found in Appendix E.316

5.1 Performance Comparison317

We compare the proposed offline RL algorithm with the baselines including: BEAR [5] and BRAC318

[7], the model-free approaches based on policy constraint, CQL [9], the model-free approach by319

penalizing Q-value, EDAC [13], the previous SoTA on the D4RL benchmark, MOReL [6], the320

model-based approach which terminates the trajectory if the dynamics uncertainty exceeds a certain321

degree, and BC, the behavior cloning method. These approaches are evaluated on a total of eighteen322

domains involving three environments (hopper, walker2d, halfcheetah) and six dataset types (random,323

medium, expert, medium-expert, medium-replay, full-replay) per environment.324

The results are summarized in Table 1. Our approach PMDB obviously improves over the previous325

SoTA on 9 tasks and performs competitively in the rest. Although EDAC achieves better performance326

in walker2d with several dataset types, its hyperparameters are tuned individually for each task.327

As presented later, the experiments on the impact of hyperparameters indicate that larger k or328

smaller N could generate better results for walker2d and halfcheetah. We also find that PMDB329

significantly outperforms MOReL, another model-based approach. It is encouraging that our model-330

based approach achieves competitive or better performance compared with the SoTA model-free331

approach, as model-based approach naturally has better support for multi-task learning and transfer332

learning, where the offline data from relevant tasks can be further leveraged.333

Task Name BC BEAR BRAC CQL MOReL EDAC PMDB

hopper-random 3.7±0.6 3.6±3.6 8.1±0.6 5.3±0.6 38.1±10.1 25.3±10.4 32.7±0.1
hopper-medium 54.1±3.8 55.3±3.2 77.8±6.1 61.9±6.4 84.0±17.0 101.6±0.6 106.8±0.2
hopper-expert 107.7±9.7 39.4±20.5 78.1±52.6 106.5±9.1 80.4±34.9 110.1±0.1 111.7±0.3
hopper-medium-expert 53.9±4.7 66.2±8.5 81.3±8.0 96.9±15.1 105.6±8.2 110.7±0.1 111.8±0.6
hopper-medium-replay 16.6±4.8 57.7±16.5 62.7±30.4 86.3±7.3 81.8±17.0 101.0±0.5 106.2±0.6
hopper-full-replay 19.9±12.9 54.0±24.0 107.4±0.5 101.9±0.6 94.4±20.5 105.4±0.7 109.1±0.2

walker2d-random 1.3±0.1 4.3±1.2 1.3±1.4 5.4±1.7 16.0±7.7 16.6±7.0 21.8±0.1
walker2d-medium 70.9±11.0 59.8±40.0 59.7±39.9 79.5±3.2 72.8±11.9 92.5±0.8 94.2±1.1
walker2d-expert 108.7±0.2 110.1±0.6 55.2±62.2 109.3±0.1 62.6±29.9 115.1±1.9 115.9±1.9
walker2d-medium-expert 90.1±13.2 107.0±2.9 9.3±18.9 109.1±0.2 107.5±5.6 114.7±0.9 111.9±0.2
walker2d-medium-replay 20.3±9.8 12.2±4.7 40.1±47.9 76.8±10.0 40.8±20.4 87.1±2.3 79.9±0.2
walker2d-full-replay 68.8±17.7 79.6±15.6 96.9±2.2 94.2±1.9 84.8±13.1 99.8±0.7 95.4±0.7

halfcheetah-random 2.2±0.0 12.6±1.0 24.3±0.7 31.3±3.5 38.9±1.8 28.4±1.0 37.8± 0.2
halfcheetah-medium 43.2±0.6 42.8±0.1 51.9±0.3 46.9±0.4 60.7±4.4 65.9±0.6 75.6± 1.3
halfcheetah-expert 91.8±1.5 92.6±0.6 39.0±13.8 97.3±1.1 8.4±11.8 106.8±3.4 105.7± 1.0
halfcheetah-medium-expert 44.0±1.6 45.7±4.2 52.3±0.1 95.0±1.4 80.4±11.7 106.3±1.9 108.5±0.5
halfcheetah-medium-replay 37.6±2.1 39.4±0.8 48.6±0.4 45.3±0.3 44.5±5.6 61.3±1.9 71.7±1.1
halfcheetah-full-replay 62.9±0.8 60.1±3.2 78.0±0.7 76.9±0.9 70.1±5.1 84.6±0.9 90.0±0.8

Average 49.9 52.4 54.0 73.7 65.1 85.2 88.2

Table 1: Results for D4RL datasets. Each result is the normalized score computed as (score − random policy
score) / (expert policy score − random policy score), ± standard deviation. The score of our proposed approach
is averaged over 4 random seeds, and the results of the baselines are taken from [13].

5.2 Learning in Alternating Markov Game334

Figure 2 presents the learning curves in the AMG, as well as the received return when deploying335

the policy being learned in true MDP. We observe that the performance in the AMG closely tracks336

the true performance from the lower side, implying that it can act as a reasonable surrogate to337

evaluate/optimize performance for the true MDP. Besides, the performance in the AMG improves338

nearly monotonously, verifying the effectiveness of the proposed algorithm to approximately solve339

the game.340

Recall that PMDB does not explicitly quantify dynamics uncertainty to penalize return, Figure 3341

checks how the dynamics uncertainty and the Q-value of visited state-action pairs change during the342
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Figure 2: Learning and test curves for medium datasets.

learning process. The uncertainty is measured by the logarithm of standard deviation of the predicted343

means from the N dynamics samples, i.e., log (std (Eτ [s′]; τ ∈ T )). The policy being learned is344

periodically tested in the AMG for ten trails, and we collect the whole ten trajectories of state-action345

pairs. The solid curves in Figure 3 denote the mean uncertainty and Q-value over the collected pairs,346

and shaded regions denote the standard deviation. From the results, the dynamics uncertainty first347

sharply decreases and then keeps a slowly increasing trend. Besides, in the long-term view, the348

Q-value is correlated with the degree of uncertainty negatively in the first phase and positively in the349

second phase. This indicates that the policy first moves to the in-distribution region and then tries to350

get away by resorting to the generalization of dynamics model.351
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Figure 3: Change on the dynamics uncertainty and Q-value of the encountered state-action pairs during learning
process. The dynamics uncertainty of state-action pair (s, a) is measured by log

(
std

(
Eτ(·|s,a)[s′]; τ ∈ T

))
.

5.3 Practical Impact of Hyperparameters in Sampling Procedure352

Table 4 lists the impact of k. In each setting, we evaluate the learned policy in both the true MDP and353

the AMG where the policy is learned. The performance in the AMGs improve when increasing k.354

This is consistent with the theoretical part, even that we approximately solve the game. Regarding the355

performance in true MDPs, we notice that k = 2 corresponds to the best performance for hopper, but356

for the others k = 3 is better. This indicates that tuning hyperparameter online can further improve357

the performance. The impact of N is presented in Appendix F, suggesting the opposite monotonicity.358

hopper-medium walker2d-medium halfcheetah-medium

k MDP AMG MDP AMG MDP AMG

1 106.2±0.2 91.6±2.2 82.6±0.5 33.3±2.6 70.7±0.8 63.1±0.2
2 106.8±0.2 105.2±1.6 94.2±1.1 77.2±3.7 75.6±1.3 67.3±1.1
3 90.8±17.5 106.6±2.1 105.1±0.2 82.5±0.5 77.3±0.5 70.1±0.2

Table 2: Impact of k, with N = 10.

6 Discussion359

We proposed model-based offline RL with Pessimism-Modulated Dynamics Belief (PMDB), a360

framework to reliably learn policy from offline dataset, with the ability of leveraging dynamics prior361

knowledge. Empirically, the proposed approach outperforms the previous SoTA in a wide range362

of D4RL tasks. Compared to the previous model-based approaches, we characterize the impact of363

dynamics uncertainty through biased sampling from the dynamics belief, which implicitly induces364

PMDB. As PMDB is with the form of reweighting an initial dynamics belief, it provides a principled365

way to insert prior knowledge via the belief to boost policy learning. However, posing a valuable366

dynamics belief for arbitrary task is challenging, as the expert knowledge is not always available.367

Besides, an over-aggressive belief may still incur high-risk behavior in reality. Encouragingly, recent368

works have done active research to learn data-driven prior from relevant tasks. We believe that369

integrating them as well as developing safe criterion to design/learn dynamics belief would further370

promote practical deployment of offline RL.371
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