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ABSTRACT

Visual and linguistic concepts naturally organize themselves in a hierarchy, where
a textual concept “dog” entails all images that contain dogs. Despite being intuitive,
current large-scale vision and language models such as CLIP (Radford et al., 2021)
do not explicitly capture such hierarchy. We propose MERU, a contrastive model
that yields hyperbolic representations of images and text. Hyperbolic manifolds
have suitable geometric properties to embed tree-like data, so MERU can better
capture the underlying hierarchy in image-text datasets. Our results show that
MERU learns a highly interpretable and structured representation space while
maintaining (or improving) CLIP’s performance on standard transfer tasks like
zero-shot classification, retrieval and resource constrained deployment.

1 INTRODUCTION

Visual-semantic hierarchy. It is commonly said that ‘an image is worth a thousand words’ –
consequently, images contain a lot more information than the sentences which we might typically use
to describe them. For example, given the middle image in Fig. 1 one might describe it as ‘itap (i took
a picture) of a cat with a sleeping puppy’ or with a less specific sentence like ‘tired doggo’ or ‘itap
of my cat’. These are not merely diverse descriptions, but contain varying levels of detail about the
underlying semantic contents of the image. As humans, we are able to reason about the relative detail
in each caption, and are able to organize the concepts into a multimodal hierarchy (also called visual-
semantic hierarchy (Vendrov et al., 2015)), namely, ‘tired doggo’→ ‘itap of a cat with a sleeping
puppy’→ the image with the sleeping puppy and the cat. Providing multimodal models access to
this inductive bias about vision and language has the potential to improve generalization (Radford
et al., 2021), interpretability (Selvaraju et al., 2017) and enable better exploratory data analysis of
large-scale datasets (Schuhmann et al., 2022; Radford et al., 2021).

Figure 1: If we think of each image and
text above as a ‘concept’, one can notice
that text (‘tired doggo’) is more generic
than an image of a tired doggo (which
might have more details such as a cat or
grass). In such a view, vision and lan-
guage can be thought of as being a part
of a common visual-semantic hierarchy.
Our work enables one to learn and infer
this visual-semantic hierarchy purely from
large amounts of image-text paired data.

Euclidean embeddings. Approaches such as
CLIP (Radford et al., 2021) and ALIGN (Jia et al., 2021)
have catalyzed a lot of recent progress in computer vi-
sion by showing that Transformer-based (Vaswani et al.,
2017) models trained using large amounts of image-text
data from the internet can yield transferable represen-
tations, and such models can perform zero-shot recog-
nition and retrieval using natural language queries. All
these models represent images and text as vectors in a
high-dimensional euclidean, affine space and normal-
ize the embeddings to unit L2 norm. However, such
a choice of geometry can find it hard to capture the
visual-semantic hierarchy.

An affine euclidean space treats all embedded points in
the same manner, with the same distance metric being
applied to all points (Murphy, 2013). Conceptually, this
can cause issues when modeling hierarchies – a generic
concept (closer to the root node of the hierarchy) is close
to many other concepts compared to a specific concept
(which is only close to its immediate neighbors). Thus,
a euclidean space can find it hard to pack all the images
that say a generic concept ‘itap of my cat’ should be
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Figure 2(a): Model design. MERU shares similar architectural
components as standard image-text contrastive models like CLIP.
We process images and text using two separate encoders. While
CLIP projects the embeddings to a unit hypersphere (via L2 normal-
ization), we lift them onto the Lorentz hyperboloid using exponen-
tial map operator. We adapt the contrastive loss to use hyperbolic
distance as a similarity metric, and use a special entailment loss to
induce structure in learned hyperbolic representations.
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Figure 2(b): Entailment loss. We enforce
that an image embedding y lies inside a
cone projected by the embedding of its
paired text x. This loss is implemented
as the difference of exterior angle ∠Oxy
and half aperture of an imaginary cone at x.
No loss is applied if the image embedding
is already inside the cone (left quadrant).

close to while also respecting the embedding structure for ‘itap of a cat with a sleeping puppy’. Such
issues are handled naturally by a hyperbolic space (Fig. 2b top-left) where the volume increases
exponentially as we move away from the origin (Lee, 2019). This allows one to pack a lot of concepts
close to a general concept (‘cat’) by placing it close to the origin (Nickel & Kiela, 2017), and more
specific concepts further away. Thus, dissimilar specific concepts (‘itap of a cat with a sleeping
puppy’ and ‘my pet kitten, snow’) can be far away from each other while still being close to ‘cat’.

MERU embeddings. In this work, we train the first large-scale contrastive image-text models that
embed data in a hyperbolic representation space (Nickel & Kiela, 2017) – MERU that captures
the visual-semantic hierarchy (Fig. 1). Importantly, the visual-semantic hierarchy emerges with
the hyperbolic structure, given access only to paired image-text data during training such models.
Practically, MERU confers multiple benefits, including: (a) better performance on entailment tasks
such as text-based image retrieval, (b) more efficient usage of the embedding space, enabling better
performance in resource-constrained settings (c) a more interpretable latent space that allows one to
reason about the generality vs specificity. Overall, our contributions are:

– We introduce MERU, the first implementation of deep hyperbolic representations we are aware of,
training ViTs (Dosovitskiy et al., 2021) with 12M image-text pairs.

– We provide a strong re-implementation of CLIP that outperforms previous re-implementations (Mu
et al., 2022) at comparable data scale, and systematically demonstrate the benefits of hyperbolic
representations over this baseline on zero-shot classification and retrieval (Radford et al., 2021),
and effectiveness for small embedding dimensions (Kusupati et al., 2022).

– We analyse the learned representations by MERU to demonstrate its potential for exploratory data
analysis and visualization of large-scale multimodal datasets.

2 APPROACH

In this section, we discuss the modeling pipeline and learning objectives of MERU to learn hyperbolic
representations of images and text. We use tools of hyperbolic geometry throughout our discussion,
see Appendix A for a thorough discussion of the relevant topics.

Our model design is based on CLIP (Radford et al., 2021) due to its simplicity and scalability. As
shown in Fig. 2a, we process images and text using two separate encoders, and obtain embedding
vectors of a fixed dimension n. Beyond this step, we introduce two differences on CLIP: (1) instead of
L2 normalization, we transfer the Euclidean embeddings from the encoder to the Lorentz hyperboloid,
(2) we use the negative of geodesic distance in the contrastive loss, instead of cosine similarity.

We also use an additional textual entailment loss, illustrated for low-dimensions in Fig. 2b. See
Appendix B for a detailed walkthrough of our model design and entailment loss.
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Table 2: Zero-shot image classification. We train ViT models of varying sizes and transfer them
zero-shot to 20 classification benchmarks. Best performances in for each task are in bold.
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16 CLIP (repro.) 74.5 60.1 24.4 34.2 27.5 11.0 1.4 14.5 73.7 63.9 47.0 88.2 18.4 31.3 10.3 50.2 17.8 5.2 50.1 34.3 31.1

MERU (ours) 74.6 63.1 24.6 34.5 28.6 10.7 1.3 15.7 75.3 63.2 50.0 90.3 28.2 32.7 10.7 50.5 14.8 5.2 50.1 34.2 31.4

B
/1

6 CLIP (repro.) 78.9 65.5 33.4 33.8 29.8 14.3 1.4 15.8 80.0 68.5 50.9 92.2 25.5 30.9 10.2 54.1 15.8 5.8 51.5 37.9 39.8
MERU (ours) 78.8 67.7 32.7 35.3 30.9 14.6 1.7 16.4 80.4 68.5 52.1 92.5 29.6 34.4 12.6 49.7 14.0 5.6 50.0 37.5 40.3

L
/1

6 CLIP (repro.) 80.3 72.0 36.4 36.6 32.0 18.5 1.1 16.0 79.7 68.3 48.6 93.8 27.1 35.3 11.0 51.2 14.8 6.1 51.0 38.4 40.9
MERU (ours) 80.6 68.7 35.5 37.8 33.0 17.7 2.2 16.1 80.3 67.5 52.1 93.7 27.0 36.5 11.6 52.7 12.8 6.2 49.3 38.8 41.0

3 EXPERIMENTS

Our main objective in the experiments is to establish the competitiveness of hyperbolic representations
from our MERU models in comparison with their Euclidean counterparts. We also probe the trained
mdoels to assess the interpretability conferred by the hyperbolic structure.

Our primary comparison is with CLIP (Radford et al., 2021) which we re-implement and train using
the RedCaps dataset (Desai et al., 2021). Similarly, we train MERU models with same training
hyperparameters for fair and direct comparison. We train three models for CLIP and MERU, having
Vision Transformers (Dosovitskiy et al., 2021) of varying capacity: ViT-S/B/L all with patch size
16. For quantitative evaluations, we perform zero-shot classification and retrieval as proposed by
(Radford et al., 2021). See Appendix D for a description of training details and evaluation setup.

Table 1: Zero-shot retrieval (Recall@5
on COCO and Flickr30K). MERU
yields better recall than CLIP. Best perf
in each column shown in bold.

txt→ img img→ txt

V
iT

COCO F30 COCO F30

S/
16 CLIP 29.2 39.9 29.5 36.6

MERU 30.0 40.2 30.6 38.2

B
/1

6 CLIP 31.9 44.1 31.9 40.6
MERU 32.1 44.7 33.0 42.2

L
/1

6 CLIP 31.0 40.6 32.0 42.2
MERU 32.1 41.7 33.5 43.0

Enforcing structure improves zero-shot transfer.
Promisingly, the improved performance of MERU on
recall-based measures does not come at the expense of
precision (Murphy, 2013). On standard zero-shot classi-
fication evaluations for vision and language models, we
find that the hyperbolic representations from MERU are
competitive with their euclidean counterparts (Tab. 2) and
outperform them on average across 20 datasets and three
model architectures, namely ViT-B/S/L with patch sizes
of 16. This encouraging result shows that across different
architectures incorporating the structure retains (and even
slightly improves) performance in standard classification
settings.

Text-based image retrieval. We next evaluate MERU
and CLIP models the standard COCO and Flickr30K re-
trieval tasks (Karpathy & Fei-Fei, 2015; Hodosh et al.,
2013) (Tab. 1). Hyperbolic representations from MERU
consistently outperform CLIP on both datasets, for both image→ text retrieval as well as text→
image retrieval. This is encouraging evidence that the hyperbolic structure is useful for retrieval tasks.

3.1 PROBING THE HYPERBOLIC REPRESENTATION SPACE

In this section, we analyze the hyperbolic representations learned by our MERU models to understand
the semantic hierarchy present in the training data. In all our analysis, we use the MERU ViT-L/16
models trained using RedCaps. Using these models, we embed 12M image-text pairs in RedCaps as
≈24M embedding vectors.

Image-to-image interpolations. We interpolate between two images containing different semantic
concepts to reveal the hierarchy learned in the representation space. In order to interpolate from x
→ y, we take the logarithmic map logmy(x) (Eqn. (8)) to project x onto the tangent space at Ty.
We then do linear interpolations between the projection and the x, and then apply expmy(·) to each
point. We interpolate and find 30 equally spaced points along the geodesic on the hyperboloid. At
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each interpolated points, we retrieve the nearest text representation from a pool of ≈ 500K captions
from top-20 largest subreddits in RedCaps.

Fig. 3a shows unique captions encountered between selected images. Notice how the interpolation
between images goes through more generic textual concepts. This shows that representations learned
by MERU capture meaningful, abstract semantic structure underlying image-text datasets.

itap of orange 
day-lillies

itap of some natural 
orange beauties

summer flowers in 
pennsylvania itap golden hour 

glowing flowers

today my friend bought 
some sun flowers and i
shot, in my opinion, best 
picture i have ever taken.

avocado with 
pomegranate and 

black sesame paste on 
pumpkin sourdough

tried some food 
photography, link to the 
full album in comments. 

what do you think?ricetta gluten free: 
crostata di frutta con 

base morbida

fragrant sweet potato 
and clove pancakes!

Figure 3(a): Image-to-image interpolations with
MERU. We find that generic concepts like ‘food pho-
tography’ (right) are encountered between specific con-
cepts ‘pancakes’ and ‘avocado’ while interpolating and
retrieving nearest-neighbor caption in the representa-
tion space. We highlight some visually salient objects
within captions for better readability.

my girlfriend's 
favorite flowers are 
lilies so i took this 

picture for her.

is someone else 
addicted to flower 
pics around here?

one of my favorite 
local flowers

smoked espresso 
martini with coffee 
beans and chai tea 

leaves at the fairmont
in whistler canada!

a nice afternoon 
cocktail

afternoon g&t

slow and unsteady

a picture of my 
labrador, leo,

from last winter.

meet my beautiful 
partner in life, winter.

our best friend!

this is my good boy.

[ORIGIN]

brooklyn bridge on a 
nightly stroll

this picture capture
the awesome –

brooklyn bridge park
new york city

the city that never sleeps

sometimes you can 
forget you are in the 

middle of a city.

Figure 3(b): Image-to-origin interpolations with
MERU. This is similar to Fig. 3a, wherein the second
image is replaced by the origin. The concept depictions
become more generic as we move towards the origin
(e.g. third image→ labrador→ best friend, and fourth
image→ espresso martini→ cocktail).

Image-to-origin interpolations. We interpolate
from an image to origin, which represents the
most generic concept. This interpolation would
capture all concepts applicable to an image at
different levels of abstraction. Notice in Fig. 3b,
how the concepts become more abstract as we
move closer to the origin of the hyperboloid.

4 RELATED WORK

Deep metric learning (Sohn, 2016; Song et al.,
2015) has been used to embed vision and lan-
guage data into a common semantic space (Frome
et al., 2013; Karpathy & Fei-Fei, 2015). The
motivations at the time included the possibility
of improving vision backbones (Frome et al.,
2013), enabling zero shot learning by express-
ing novel categories as sentences (Frome et al.,
2013; Elhoseiny et al., 2013), and better ranking /
retrieval of image-caption pairs (Karpathy & Fei-
Fei, 2015; Young et al., 2014). More recent ap-
proaches utilizing large vision transformer mod-
els, contrastive metric learning and large-scale
pretraining such as CLIP (Radford et al., 2021)
and ALIGN (Jia et al., 2021) have helped bet-
ter realize the motivations of those earlier works
in practice. While these works learn euclidean
embeddings, our MERU embeddings explicitly
work in the hyperbolic space, that is conceptually
better for embedding the tree-like structures in
the visual-semantic hierarchy (Fig. 1) underlying
vision and language data. Our results (Sec. 3)
demonstrate that this yields similar or better per-
formance (in terms of recall) as previous work,
but lends structure and interpretability to the la-
tent space as a benefit.

5 CONCLUSION

We learn large-scale image-text representations (MERU) that capture concept hierarchies underlying
the two modalities. Our key innovation is in bringing the advances in learning hyperbolic represen-
tations to practical, large scale deep learning models with state-of-the-art transformer backbones
(for both images and text). The resulting model is competitive or more performant than approaches
such as CLIP while also capturing hierarchical knowledge which allows one to make powerful
inferences such as reasoning about images at different levels of abstraction, and performing semantic
interpolations between images. Beyond this, our model also provides clear performance gains for
small embedding dimensions (which are useful in resource constrained settings). We hope this work
catalyzes progress in representations for web-scale unstructured data.
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Note on the method name: Meru (or Sumeru) is a five-peaked mountain that holds high spiritual
significance in Hinduism and other eastern religions like Buddhism and Jainism. It symbolizes the
center of all physical, metaphysical, and spiritual universes (mou). We name our approach MERU,
as the origin of hyperbolic space is a universal, unobserved concept entails everything, and plays a
more vital role than in Euclidean (or generally, affine) spaces.

A PRELIMINARIES

We begin with a brief overview of Riemannian manifolds (Appendix A.1) and discuss some concepts
of hyperbolic geometry that are essential to our approach (Appendix A.2). For a detailed treatment of
the topic, we recommend textbooks by Ratcliffe (Ratcliffe, 2006) and Lee (Lee, 2019).

A.1 RIEMANNIAN MANIFOLDS

A smooth surface is a two-dimensional sheet which is locally Euclidean – every point on the surface
has a local neighborhood which can be mapped to R2 via a differentiable and invertible function.
Smooth manifolds extend the notion of smooth surfaces to higher dimensions.

A Riemannian manifold (M, g) is a smooth manifoldM equipped with a Riemannian metric g. The
metric g is a collection of inner product functions gx for all points x ∈ M, and varies smoothly
over the manifold. At any point x, the inner product gx is defined in the tangent space TxM, which
is a Euclidean space that gives a linear approximation of M at x. Euclidean space Rn is also a
Riemannian manifold, where g is the standard dot product.

Our main topic of interest are hyperbolic spaces, which are Riemannian manifolds with constant
negative curvature. They are fundamentally different from Euclidean spaces that are flat (zero
curvature). A hyperbolic manifold of n dimensions cannot be represented with Rn in a way that
preserves both distances and angles. There are five popular models of hyperbolic geometry that either
represent n-dimensional hyperbolic spaces either in Rn while distorting distances and/or angles (e.g.
Poincaré ball model), or as a sub-manifold of Rn+1 (e.g. the Lorentz model). We use the Lorentz
model of hyperbolic geometry for developing MERU, which we briefly discuss next.

A.2 LORENTZ MODEL OF HYPERBOLIC GEOMETRY

The Lorentz model represents a hyperbolic space of n dimensions on the upper half of a two-sheeted
hyperboloid in Rn+1. See ?? (right, top-left quadrant) for an illustration of L2 in R3.

Hyperbolic geometry has a direct connection to the study of special relativity theory (Einstein, 1905).
We borrow some of its terminology in our discussion – we refer to the hyperboloid’s axis of symmetry
as time dimension and all other axes collectively as space dimensions. Concretely, we can view every
vector x ∈ Rn+1 in terms of its space and time components [xs, xt], where xs ∈ Rn and xt ∈ R.

Definition. The Lorentz model possessing a constant curvature −c is defined as a following set of
vectors:

Ln = {x ∈ Rn+1 : 〈x,x〉L = − 1/c, c > 0} (1)

where 〈·, ·〉L denotes the Lorentzian inner product. This inner product is induced by the Riemannian
metric of Lorentz model. For two vectors x,y ∈ Rn+1, it is computed as:

〈x,y〉L =

n−1∑
i=0

xiyi − xnyn = 〈xs,ys〉 − xtyt (2)

The induced Lorentzian norm is ‖x‖L =
√
|〈x,x〉L|. Every point on the hyperboloid satisfies the

following constraint:

xt =
√

1/c + ‖xs‖2 (3)

Geodesics. A geodesic is the shortest path between two points on the manifold. Geodesics in the
Lorentz model are curves traced by the intersection of the hyperboloid with hyperplanes passing
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through the origin of Rn+1. Distance along the geodesic connecting two points x,y ∈ Ln is:

dL(x,y) =
√

1/c · cosh−1(−c〈x,y〉L) (4)

Tangent space. The tangent space at any point x ∈ Ln is a Euclidean space of vectors that are
orthogonal to x according to the Lorentzian inner product:

TxLn = {v ∈ Rn+1 : 〈x,v〉L = 0} (5)

Any vector in ambient space u ∈ Rn+1 can be projected to the tangent space TxLn via an orthogonal
projection:

v = projx(u) = u+ c〈x,u〉Lx (6)

When x is the origin of hyperbolic space ([xs, xt] = [0,
√

1/c]), this projection simplifies to
[vs, vt] := [us, 0].

Exponential and logarithmic maps. The exponential map provides a way to map vectors from
tangent spaces onto the manifold. For a point x on the hyperboloid, it is defined as expmx : TxLn →
Ln with the expression:

expmx(v) = cosh(
√
c‖v‖L) x+

sinh(
√
c‖v‖L)√

c‖v‖L
v (7)

Intuitively the exponential map shows how TxLn folds on the manifold. The inverse function is the
logarithmic map (logmx : Ln → TxLn), that is defined as:

logmx(y) =
cosh−1(−c〈x,y〉L)√

(c〈x,y〉L)2 − 1
projx(y) (8)

B APPROACH DETAILS

Lifting embeddings onto the Hyperboloid. Consider a euclidean vector v ∈ Rn from the image
encoder or text encoder, after linear projection. We assume that this vector lies in the tangent space
TO at the origin of the hyperboloid in Rn+1, where O = [0,

√
1/c]. Note that here 0 ∈ Rn. Thus,

our text and image encoders parameterize only the space-like components of the Lorentz model
(Eqn. (3)).

We then apply the exponential map at origin expmO to get space-like components of the point on
hyperboloid. Here, Eqn. (7) reduces to (see Appendix C for derivation):

xs = expmO(v) =
sinh(

√
c||v||)√

c||v||
v (9)

Note that norm above is the regular euclidean norm. We then compute the corresponding time-like
component xt from xs using Eqn. (3). This yields a vector x = [xs, xt] ∈ Ln, which is the lifted
representation of the euclidean vector v produced by the image encoder or text encoder.

Our parameterization is simpler than previous work (Law et al., 2019; Nickel & Kiela, 2018) which
parameterizes vectors in full ambient space Rn+1. Since we parameterize only the space-like
components xs, the resulting x always lies on the hyperboloid. This eliminates the need of projection
(Eqn. (6)) and simplifies the expression of expmO.

Preventing numerical overflow. expmO scales the euclidean embeddings v from encoders using an
exponential operator. According to CLIP-style weight initialization, v ∈ Rn would have an expected
norm =

√
n. After exponential map, it becomes e

√
n, which can be numerically large (e.g., n = 512

and c = 1 gives ||xs|| ≈ 6.7× 1010).

To fix this issue, we scale all vectors v in a batch before applying expmO using two learnable scalars
αimg and αtxt. We initialize them to

√
1/n so that the euclidean embeddings have an expected unit

10
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norm at initialization. We learn these scalars in logarithmic space to avoid collapsing all embeddings
to zero. After training, they can be absorbed into the preceding projection layers.

Learning structured embeddings. Having lifted standard euclidean embeddings onto the hyper-
boloid, we next discuss the losses we use to enforce structure and semantics in representations learned
by MERU. Recall that our motivation is to capture the visual-semantic hierarchy (Fig. 1) to better
inform the generalization capabilities of vision and language models. For this, an important desiderata
is a meaningful notion of distance between semantically similar text and image pairs (to provide
better calibrated embeddings during zero-shot transfer). We also want the embeddings to respect the
partial order imposed by the visual-semantic hierarchy to have better interpretability and structure.
We do this with an entailment loss first proposed by (Le et al., 2019) which we rederive for arbitrary
curvatures c.

B.1 CONTRASTIVE LEARNING FORMULATION

Given a batch of size B of image-text pairs and any jth instance in batch, its image embedding yj

and text embedding xj form a positive pair, whereas the remaining B − 1 text embeddings in the
batch xi(i 6= j) form negative pairs.

In contrastive learning, we compute the negative of geodesic distance as a similarity measure (Eqn. (4))
for all B pairs in the batch. We divide these logits by a temperature τ and apply a softmax operator.
Similarly, we also consider a contrastive loss for text, that treats images as negatives. The total
loss Lcont is the average of these two losses computed for every image-text pair in the batch. Our
implementation of the contrastive loss is same as the multi-class N-pair loss from (Sohn, 2016) used
in CLIP (Radford et al., 2021) with the crucial difference being that we compute distances on the
hyperboloid instead of cosine similarity.

B.2 ENTAILMENT LOSS

In addition to the contrastive loss, we adapt an entailment loss introduced in (Le et al., 2019; Ganea
et al., 2018) 1 to enforce partial order relationships between related text and image pairs x and y.

The key idea behind the entailment loss is to define an entailment cone for each text embedding
x, that narrows as we go farther from the origin (Fig. 2b). Formally, this cone is defined by the
half-aperture (with a constant K = 0.1 used for setting boundary conditions (Ganea et al., 2018)):

aper(x) = sin−1
(

2K√
c‖x‖

)
(10)

Notice how the half-aperture is measured as half of the angle subtended by the cone at x. Given this
definition of the half-aperture, our next goal is to identify and penalize when the embedding of paired
image y lies outside the entailment cone. For this, we measure the angle subtended by the arc from y
to the axis of the entailment cone, shown as the exterior angle ∠Oxy in Fig. 2b:

ext(x,y) = cos−1

 yt + xtc〈x,y〉L

‖xs‖
√
(c〈x,y〉L)2 − 1

 (11)

If the exterior angle is smaller than the aperture, then the partial order relation between x and y is
satisfied and we need not penalize anything, while if the angle is greater, we need to reduce it. This is
captured by the following loss function (written below for one example x, y):

Lentail(x,y) = max(0, ext(x,y)− aper(x)) (12)

We provide exact derivations of the above equations for half-aperture and exterior angle in Appendix B,
which we generalize for arbitrary curvature compared to (Le et al., 2019) which uses a fixed curvature.
Overall, our total loss is Lcont + λLentail averaged over each minibatch.

1 (Ganea et al., 2018) is more different to ours since they parameterize their representations according to
the Poincaré ball model. (Le et al., 2019) use this loss with a fixed c = 1, which we extend to handle arbitrary,
learned curvatures.
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C APPROACH DERIVATIONS

We first provide the derivations for some of the expressions we provide in the main paper.

C.1 EXPONENTIAL MAP SIMPLIFICATION FOR SPACE-LIKE COMPONENTS

Recall that the output embedding from an encoder (image or text) v lies in a euclidean space. We
lift it onto the hyperboloid to obtain the final hyperbolic representation xs. This usually comprises a
projection on to the tangent space (Eqn. (6)) followed by an exponential map (Eqn. (7)).

We made two design choices in our modeling: (1) We only parameterize the space-like components
of our hyperbolic representations xs ∈ Rn. (2) We compute exponential map at the origin of
hyperboloid, expmO. Due to these choices, our expression of exponential map simplified from
Eqn. (7) to Eqn. (9). We provide a derivation here.

First, we need to project the euclidean vector to the tangent space of the origin TO. This simply
amounts to setting the time-like component to zero. In other words, let the projected vector with
space-time components be vst ∈ Rn+1;vst = [v; 0]. We find that vst lies in the tangent space TO,
because if O = [0;

√
1/c], then 〈vst,O〉L = 0.

Also, notice that for vst = [v; 0] the Lorentzian norm simplifies to Euclidean norm of space-like
components:

‖vst‖2L = −02 + v21 + v22 + · · ·+ v2n = ‖v‖2 (13)

Since O = [0,
√

1/c], we can write the exponential map for the space-like components v as:

expmO(v) = cosh(
√
c‖vst‖L)0+

sinh(
√
c‖vst‖L)√

c‖vst‖L
v

=
sinh(

√
c‖vst‖L)√

c‖vst‖L
v

=
sinh(

√
c‖v‖)√

c‖v‖
v (14)

C.2 DERIVATION OF THE ENTAILMENT LOSS FOR ARBITRARY CURVATURE c

Half-aperture derivation. Previous work (Nickel & Kiela, 2018) learns hierarchies in the Poincaré
ball model and derives the half-aperture and exterior angles for Poincaré embeddings. While (Ganea
et al., 2018) use the Lorentz model, they provide derivations only for a fixed curvature c = 1. In our
experiments, we treat curvature as a learnable parameter, which we found beneficial when scaling up,
especially with ViT-L/16 models. Thus, we derive the half-aperture formula for the Lorentz model
generalized to arbitrary curvatures c > 0.

We start with the expression introduced in (Ganea et al., 2018) – half-aperture for a point xb on the
Poincaré ball:

aperb(xb) = sin−1
(
K

1− c‖xb‖2√
c‖xb‖

)
(15)

The Poincaré ball model and Lorentz model are isometric to each other – one can transform any point
from the Poincaré ball (xb) to the Lorentz model (xh) using the following transformation:

xh =
2xb

1− c‖xb‖2
(16)

The half-aperture of a cone should be invariant to the exact hyperbolic model we use, hence
aperh(xh) = aperb(xb). Substituting Eqn. (16) in Eqn. (15), we get the expression:

aperh(xh) = sin−1
(

2K√
c‖xh‖

)
Exterior angle derivation. We next derive the exterior angle on the Lorentz model for arbitrary
curvatures c > 0, extending the formulation from (Ganea et al., 2018). Consider three points O
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(the origin), x (text embedding) and y (image embedding). Then, a hyperbolic triangle is a closed
shape formed by pairwise geodesics connecting each pair of points. Similar to the euclidean plane,
the hyperbolic plane also has its own law of cosines that allows us to talk about the angles in the
triangle (Lee, 2019). Given pairwise distances between the points o = d(x,y), x = d(O,y) and
y = d(O,x), we can write the interior angle, ∠Oxy as follows:

∠Oxy = cos−1
[
cosh(o

√
c) cosh(q

√
c)− cosh(p

√
c)

sinh(o
√
c) sinh(q

√
c)

]
(17)

correspondingly, the exterior angle is:

ext = π − ∠Oxy (18)

using the fact that π − cos−1(t) = cos−1(−t), we get:

ext = cos−1
[
cosh(p

√
c)− cosh(o

√
c) cosh(q

√
c)

sinh(o
√
c) sinh(q

√
c)

]
(19)

Next, we note that:

p = d(O,y) =
1√
c
cosh−1(−c〈O,y〉L) (20)

q = d(O,x) =
1√
c
cosh−1(−c〈O,x〉L) (21)

and

o = d(x,y) =
1√
c
cosh−1(−c〈x,y〉L) (22)

For each of the inner products that feature the origin O, the inner product has a very simple form in
terms of the curvature and the time-like component. Concretely,

〈O,x〉L = − xt√
c

where as in the main paper xt denotes the time-like component of x. With this, denoting h(t) =
cosh(t

√
c), we get:

h(o) = cosh(o
√
c)

= cosh(
√
c
1√
c
cosh−1(−c×− xt√

c
))

= cosh cosh−1(
√
cxt)

=
√
cxt

Similarly, h(q) =
√
cyt. Next, we can write h(p) as:

h(p) = −c〈x,y〉L (23)

With this, we can write Eqn. (24) as (noting that sinh(x) =
√
cosh2(x)− 1):

ext = cos−1

[
h(p)− h(o)h(q)√
h(o)2 − 1

√
h(q)2 − 1

]
(24)

We use the relationship between space-time components in Lorentz model (Eqn. (3)) and substitute
everything into Eqn. (24) to get:

ext(x,y) = cos−1

 yt + xtc〈x,y〉L

‖xs‖
√
(c〈x,y〉L)2 − 1

 (25)
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D EXPERIMENTAL DESIGN

In this section, we give a detailed description of how we train our MERU models and CLIP baselines,
along with the evaluation protocol for all models presented in Sec. 3.

D.1 TRAINING DETAILS

Baselines. We primarily compare with CLIP (Radford et al., 2021), that embeds images and text on
a unit hypersphere in a Euclidean space. CLIP used a private training dataset of 400M image-text
pairs. Several re-implementations of CLIP use publicly accessible datasets like YFCC (Thomee et al.,
2016), Conceptual Captions (Sharma et al., 2018; Changpinyo et al., 2021), and LAION (Schuhmann
et al., 2021; 2022); notable examples are OpenCLIP (Ilharco et al., 2021), SLIP (Mu et al., 2022),
and FLIP (Li et al., 2022). We develop our CLIP baseline and train it using a single public dataset –
RedCaps (Desai et al., 2021) – for simplicity, easy reproducibility, and reduced ethical risks (Birhane
et al., 2021). Our smallest model trains using 8× V100 (32GB) GPUs in less than one day and
outperforms the recent re-implementatin of SLIP by a large margin. Appendix F walks through
detailed development of this baseline.

Models. We use the Vision Transformer (Dosovitskiy et al., 2021) as image encoder, considering
three models of varying capacity – ViT-S (Touvron et al., 2021; Chen et al., 2021), ViT-B, and
ViT-L. All use a patch size of 16. The text encoder is same as CLIP – a 12-layer, 512 dimensions
wide Transformer (Vaswani et al., 2017) language model. We use the same byte-pair encoding
tokenizer (Sennrich et al., 2016) as CLIP, and truncate input text at maximum 77 tokens.

Initialization. We initialize the encoders exactly same as CLIP, except one change: we use a fixed
sine-cosine position embedding in ViT, like (Chen et al., 2021; He et al., 2022). We initialize the
softmax temperature as τ = 0.07 and clamp it to a minimum value of 0.01. For MERU, we initialize
the learnable projection scalars αimg = αtxt = 1/

√
512, the curvature as c = 1.0 and clamp it in

interval [0.1, 10.0] to prevent training instability. All scalars are learned in logarithmic space as
log(1/τ), log(c), and log(α).

Data augmentation. Similar to SLIP, we randomly crop 50–100% area of input images and resize
them to 224 × 224. We randomly prefix the input captions with name of the associated subreddit
using wordsegment Python library, similar to Desai et al. (2021).

Optimization. We use AdamW (Loshchilov & Hutter, 2019) with weight decay 0.2 and β2 = 0.98.
We disable weight decay for all gains, biases, and the scalars described above. All models train
for 120K iterations (≈ 20 RedCaps epochs) with batch size 2048. The maximum learning rate is
5× 10−4, increased linearly for first 4K iterations, followed by cosine decay to zero (Loshchilov &
Hutter, 2016). We use mixed precision training (Micikevicius et al., 2018) from PyTorch (Paszke
et al., 2019) to accelerate training, however we compute expmO and hyperbolic losses in float32
precision for numerical stability.

For MERU, we set the loss multiplier λ = 0.2 by running a small hyperparameter sweep, training ViT-
B/16 models for one epoch. Quantitative performance is less sensitive to the choice of λ ∈ [0.01, 0.3];
however some non-zero value is required to induce partial order between text and images.

D.2 EVALUATION SETUP

We evaluate our trained models using a large set of downstream datasets covering a wide variety of
visual concepts. All our evaluations primarily focus on zero-shot transfer, where we use the entire
model for downstream task without any additional task-specific training.

Zero-shot image classification. We use 20 image classification datasets used by CLIP, SLIP, and
other follow-up works. We select these datasets based on their ease of availability through open-
source libraries like torchvision and Tensorflow datasets. We report top-1 mean per-class accuracy
for all datasets, accounting for any label imbalance.

CLIP performs zero-shot classification by first creating text prompts using labels (e.g., a photo of
a [label]), followed by extracting their features to create the classifier weights. We use exactly
same prompts for most datasets, except making a few changes to align with the linguistic style in
training data (details in the appendix). When using multiple prompts per label, we ensemble them by
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Table 3: List of all datasets used for zero-shot and linear probe evaluation. We evaluate zero-shot
performance on the test splits. For linear-probe evaluations, we train classifiers using the train split
and search hyperparameters using the validation split. Then we combine the training and validation
splits and train a single classifier with the optimal hyperparameters, and report performance on the
test split. Orange rows indicate datasets that do not have an official validation split; we constructed
one by randomly holding out 10% of the official train split. EuroSAT and RESISC do not officially
define any splits; we randomly sample instances to construct non-overlapping splits.

Dataset Classes Train Val Test Metric
Food-101 (Bossard et al., 2014) 101 68175 7575 25250 accuracy
CIFAR-10 (Krizhevsky, 2009) 10 45000 5000 10000 accuracy
CIFAR-100 (Krizhevsky, 2009) 100 45000 5000 10000 accuracy
CUB-2011 (Wah et al., 2011) 200 5395 599 5794 accuracy
SUN397 (Xiao et al., 2010) 397 17865 1985 19849 accuracy
Stanford Cars (Krause et al., 2013) 196 7330 814 8041 accuracy
FGVC Aircraft (Maji et al., 2013) 100 3334 3333 3333 mean per-cls.
DTD (Cimpoi et al., 2014) 47 1880 1880 1880 accuracy
Oxford-IIIT Pets (Parkhi et al., 2012) 37 3312 368 3669 mean per-cls.
Caltech-101 (Fei-Fei et al., 2004) 102 2754 306 6084 mean per-cls.
Oxford Flowers (Nilsback & Zisserman, 2008) 102 1020 1020 6149 mean per-cls.
STL-10 (Coates et al., 2011) 10 4500 500 8000 accuracy
EuroSAT (Helber et al., 2019) 10 5000 5000 5000 accuracy
RESISC (Cheng et al., 2017) 45 3150 3150 25200 accuracy
MNIST (LeCun et al., 2010) 10 54000 6000 10000 accuracy
Patch Camelyon (Veeling et al., 2018) 2 262144 32768 32768 accuracy
CLEVR Counts (Johnson et al., 2017; Zhai et al.,
2019)

8 1500 500 15000 accuracy

Country211 (Radford et al., 2021) 211 31650 10550 21100 accuracy
Rendered SST2 (Radford et al., 2021; Socher et al.,
2013)

2 6920 872 1821 accuracy

averaging their embeddings prior to expmO. These embeddings are from the encoder and lie in the
tangent space (euclidean), hence vector averaging is a valid operation.

After applying exponential map, we compute the negative of geodesic distance, divide by softmax
temperature, and apply a softmax classifier to obtain the final classification scores. In applications that
do not require calibrated scores, using Lorentzian inner product as a similarity function is sufficient,
since the geodesic distance is a monotonic function.

Cross-modal retrieval: We also perform retrieval evaluations using two image captioning datasets:
COCO (Chen et al., 2015) and Flickr30K (Young et al., 2014). We report recall@5 for both, image
retrieval and text retrieval. For COCO, we report results on val2017 split, and for Flickr30K we use
the Karpathy test split (Karpathy & Fei-Fei, 2015).

E EVALUATION DETAILS

In Tab. 3, we list all the datasets we used for our zero-shot and linear probe transfer evaluations.
We defined the training, validation, and test splits closely following the implementation details of
CLIP (Radford et al., 2021). For zero-shot evaluation, we used text prompts for every dataset as
listed in Tab. 4. We did not perform extensive prompt tuning, we simply checked the performance
improvement on the held-out validation set using a baseline CLIP ViT-S/16 model trained using
RedCaps (see Appendix F).

F DEVELOPING A STRONG CLIP BASELINE

One of our experimental contributions is to establish a lightweight, yet strong CLIP baseline. Ope-
nAI’s CLIP models are trained using a private dataset of 400M image-text pairs, across 128 GPUs for
more than 10 days. We aim to maximize accessibility for future works – we decide our modeling
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Table 4: We list all prompt templates used for zero-shot classification evaluation. Most of these
prompts are same as (Radford et al., 2021). For some datasets, we observed the simple changes to
prompts resulted in significant performance improvements; we highlight them as (our prompts).
These custom prompts are similar to the linguistic style of training captions ({subreddit name}:
{caption}). NOTE: Some prompts use the word ‘porn’ as it is included in the subreddit name. It
does not indicate pornographic content but simply high-quality photographs.

Food-101 (our prompts):
– food : {label}.
– food porn : {label}.
CIFAR-10 and CIFAR-100:
– a photo of a {label}.
– a blurry photo of a {label}.
– a black and white photo of a {label}.
– a low contrast photo of a {label}.
– a high contrast photo of a {label}.
– a bad photo of a {label}.
– a good photo of a {label}.
– a photo of a small {label}.
– a photo of a big {label}.
– a photo of the {label}.
– a blurry photo of the {label}.
– a black and white photo of the {label}.
– a low contrast photo of the {label}.
– a high contrast photo of the {label}.
– a bad photo of the {label}.
– a good photo of the {label}.
– a photo of the small {label}.
– a photo of the big {label}.
CUB-2011 (our prompts):
– bird pics : {label}.
– birding : {label}.
– birds : {label}.
– bird photography : {label}.
Oxford-IIIT Pets:
– a photo of a {label}, a type of pet.

Caltech-101:
– a photo of a {label}.
– a painting of a {label}.
– a plastic {label}.
– a sculpture of a {label}.
– a sketch of a {label}.
– a tattoo of a {label}.
– a toy {label}.
– a rendition of a {label}.
– a embroidered {label}.
– a cartoon {label}.
– a {label} in a video game.
– a plushie {label}.
– a origami {label}.
– art of a {label}.
– graffiti of a {label}.
– a drawing of a {label}.
– a doodle of a {label}.
– a photo of the {label}.
– a painting of the {label}.
– the plastic {label}.
– a sculpture of the {label}.
– a sketch of the {label}.
– a tattoo of the {label}.
– the toy {label}.
– a rendition of the {label}.
– the embroidered {label}.
– the cartoon {label}.
– the {label} in a video game.
– the plushie {label}.
– the origami {label}.
– art of the {label}.
– graffiti of the {label}.
– a drawing of the {label}.
– a doodle of the {label}.

SUN397:
– a photo of a {label}.
– a photo of the {label}.
Stanford Cars (our prompts):
– car porn : {label}.
– classic cars : {label}.
FGVC Aircraft:
– a photo of a {label}, a type of aircraft.
– a photo of the {label}, a type of aircraft.

Describable Textures (DTD, our prompts):
– mildly interesting : a {label} texture.
– mildly interesting : a {label} pattern.
– mildly interesting : a {label} thing.
– mildly interesting : a {label} object.

Oxford Flowers:
– flowers : {label}.
STL10:
– a photo of a {label}.
– a photo of the {label}.
EuroSAT:
– a centered satellite photo of {label}.
– a centered satellite photo of a {label}.
– a centered satellite photo of the {label}.
RESISC:
– satellite imagery of {label}.
– aerial imagery of {label}.
– satellite photo of {label}.
– aerial photo of {label}.
– satellite view of {label}.
– aerial view of {label}.
– satellite imagery of a {label}.
– aerial imagery of a {label}.
– satellite photo of a {label}.
– aerial photo of a {label}.
– satellite view of a {label}.
– aerial view of a {label}.
– satellite imagery of the {label}.
– aerial imagery of the {label}.
– satellite photo of the {label}.
– aerial photo of the {label}.
– satellite view of the {label}.
– aerial view of the {label}.
MNIST:
– a photo of the number: "{label}".
Patch Camelyon:
– this is a photo of {label}.
CLEVR:
– a photo of {label} objects.

Country211:
– a photo i took in {label}.
– a photo i took while visiting {label}.
– a photo from my home country of {label}.
– a photo from my visit to {label}.
– a photo showing the country of {label}.
Rendered SST2:
– a {label} review of a movie.

ImageNet (our prompts):
– i took a picture : itap of a {label}.
– pics : a bad photo of the {label}.
– pics : a origami {label}.
– pics : a photo of the large {label}.
– pics : a {label} in a video game.
– pics : art of the {label}.
– pics : a photo of the small {label}.
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Table 5: Developing a strong CLIP baseline. We start with CLIP baseline by SLIP (Mu et al., 2022)
as a reference and modify it to facilitate fast training on a single 8-GPU machine while maintaining
performance. We benchmark improvements by observing zero-shot classification performance on 20
datasets. All models in this table use ViT-S/16 as the image encoder. Our RedCaps-trained CLIP
baseline (last row) is a significantly stronger baseline than its YFCC-trained counterparts.
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YFCC15M-trained models
SLIP’s CLIP 368M 43.4 61.0 29.9 31.1 43.9 3.1 4.7 17.9 25.0 53.3 47.8 86.8 22.3 16.1 9.8 64.8 14.7 8.7 49.5 32.7 32.5
Our implementation 368M 42.3 64.9 34.4 33.7 43.8 2.9 5.1 19.1 25.0 49.8 47.2 87.4 26.8 21.6 9.7 54.2 12.6 9.0 49.9 33.1 33.6

+ BS 4096→2048 184M 34.2 58.7 29.4 27.4 39.4 2.9 4.3 16.5 20.1 43.8 42.2 85.4 20.2 19.0 10.3 50.9 14.0 8.5 50.1 28.2 30.3
+ sin-cos pos embed 184M 34.2 67.3 33.6 25.4 41.1 3.1 4.2 17.8 21.0 44.3 43.6 86.4 18.6 19.6 10.5 50.1 9.0 8.3 49.3 28.7 30.8

RedCaps-trained models
+ YFCC→RedCaps 184M 71.5 61.4 25.6 29.9 27.5 10.1 1.5 14.3 72.7 62.8 42.2 88.0 23.4 30.5 10.1 50.3 17.4 4.9 50.1 32.6 36.3
+ 90K→120K iters. 246M 72.5 60.1 24.4 30.4 27.5 11.3 1.4 13.1 73.7 63.9 44.4 88.2 18.4 31.3 10.3 50.2 17.8 5.2 50.1 33.9 36.4
+ our prompts 246M 74.5 60.1 24.4 34.2 27.5 11.0 1.4 14.5 73.7 63.9 47.0 88.2 18.4 31.3 10.3 50.2 17.8 5.2 50.1 34.3 36.9

and optimization hyperparameters such that the smallest model (ViT-S/16) can be trained on a single
8-GPU machine in less than one day.

We start with a reference CLIP baseline from the recent work of SLIP. We experiment with the
ViT-S/16 model, and carefully introduce one modification at a time and observe its impact on the
baseline performance. All model variants are evaluated for zero-shot image classification on the 20
datasets used in the main paper; results are in Tab. 5.

CLIP baseline by SLIP. SLIP (Mu et al., 2022) developed a CLIP baseline that is trained using the
publicly available YFCC15M subset released by (Radford et al., 2021). This baseline underperforms
OpenAI’s models as it uses an order of magnitude less training data, nevertheless facilitates fair
comparison. We re-evaluate the publicly released ViT-S/16 checkpoint 2 using our evaluation code.
This checkpoint obtains 32.5% average accuracy across all datasets.

Our re-implementation. We attempt a faithful replication of the CLIP baseline by SLIP. Our
implementation obtains slightly higher performance (33.6%), and has three minor differences with
SLIP’s CLIP implementation.

– As per common practice, we gather image and text features across all GPUs to increase negatives
for the contrastive loss. This gather operation is not recorded in the computation graph by SLIP, as
per default implementation of PyTorch. We use an undetached gather operation to ensure proper
gradient flow across devices.

– With the above change, we could use weight decay = = 0.2 like OpenAI’s CLIP, unlike 0.5 used
by SLIP’s CLIP.

– During training and inference, we resize input images using bicubic interpolation. SLIP’s CLIP
resizes via bilinear interpolation. Bicubic interpolation helps on benchmarks with low-resolution
images (e.g. CIFAR, STL).

Fitting the model to 8-GPUs. The baseline model described above requires 16× V100 32GB GPUs
with a standard batch size of 4096 and using automatic mixed precision. Techniques like gradient
checkpointing can reduce memory requirements, but it comes at a cost of reduced training speed.
Hence we avoid making it a requirement and simply reduce the batch size to 2048. This incurs a
performance drop as the effective images seen by the model are halved. We use fixed sine-cosine
position embeddings, so the model is not required to learn position-related inductive biases during
training. This change slightly improves average accuracy (30.3%→ 30.8% average accuracy).

Using RedCaps dataset for training. Finally, we switch the YFCC15M subset with the recent
RedCaps dataset. RedCaps is a comparably sized dataset of 12M image-text pairs from Reddit. It
offers higher quality of text, which significantly improves the baseline over previous YFCC15M
trained variants (30.8%→ 36.3% average accuracy). There are notable gains on datasets like Food-

2https://github.com/facebookresearch/slip
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101, Pets, and Cars – these concepts have high coverage in RedCaps. To account for smaller size of
RedCaps, we increase the training iterations from 90K up to 120K.

Finally, we adjust test-time prompts for a few evaluation datasets to match the linguistic style of
RedCaps. For example, we use food : {label} for Food-101 as many captions on r/food simply
mention the name of the dish in the corresponding image. We did not extensively tune these prompts,
but we checked performance on the held-out validation sets to avoid cheating on the test splits.

With all these modifications, our CLIP ViT-S/16 baseline achieves 36.9% average zero-shot classifica-
tion accuracy across 20 datasets, being trained on 8× V100 32 GB GPUs within ≈14 hours. We use
these details exactly for larger image encoders and use them as strong baselines in our experimental
comparisons.

G ADDITIONAL RESULTS

Ablations. We next investigate all the important de-
sign choices in our construction of MERU embed-
dings (??). For MERU ViT-L/16 models, we find
that the entailment loss is very important for achiev-
ing good performance on ZSL benchmarks (41.0 vs
40.7% on average, and 38.8 vs 33.9 % on ImageNet).
Thus, the entailment loss not only adds structure but
also improves performance 3. Next, we fix the cur-
vature to c = 1 instead of learning it during training.
As far as we are aware, no prior work has learnt the
curvature end to end (Atigh et al., 2022; Khrulkov
et al., 2020; Nickel & Kiela, 2018). We find this
design choice to be crucial for scaling, and found
c = 1 models do not achieve good performance on
convergence for ViT-L/16 models (?? middle row).
Finally, we experiment with using the Lorentz inner
product Eqn. (2) directly instead of the distance on
the manifold Eqn. (4). This inner product is numeri-
cally large and grows faster than hyperbolic distance (without the logarithmic form of cosh−1) – we
find that the training diverges due to numerical instability for ViT-L/16 models. Overall, we notice
that these design choices are more crucial for the large ViT-L/16 models compared to the smaller
ViT-B/16 models (??). We hope these ablations serve as guidelines for work in other domains that
study hyperbolic geometry for deep representation learning.

Table 7: CLIP and MERU of differ-
ent embedding dimensions. We report
zero-shot ImageNet accuracy; MERU
consistently outperforms CLIP at very
low embedding widths. bold shows best
performance in each column.

Embed width⇒ 512 128 64 32 16 8
CLIP ViT-B/16 37.9 37.4 35.0 30.2 21.1 11.6
MERU ViT-/B16 37.5 37.4 35.7 31.0 23.8 15.2

Resource constrained deployment. We hypothesize
that one of the advantages of imposing more structure
that is naturally present the data (such as the latent
visual-semantic hierarchy) yields embeddings that make
more efficient use of the volume in the ambient embed-
ding space. This is useful in various on-device deploy-
ment settings, where one might have runtime or mem-
ory constraints (Kusupati et al., 2022) necessitating low-
dimensional embeddings. To verify this hypothesis, we
sweep across the embedding dimension from 8 to 512 and
train ViT-B/16 models that output the corresponding em-
bedding dimension for image and text respectively. We
then evaluate the resulting models on ImageNet (Russakovsky et al., 2014) for zero-shot classification
accuracy. Our results (Tab. 7) show that MERU substantially outperforms CLIP at low embedding
dimensions (64D to 8D) for zero-shot classification on ImageNet. This indicates that hyperbolic
embeddings might be useful to use in resource constrained, on-device settings.

3Note that this ablation is mathematically impossible for CLIP-style models as there is no obvious notion of
entailment that can be defined when all the embeddings are normalized to unit norm.
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Figure 4: We extract hyperbolic embeddings of 12M image-text pairs from RedCaps using MERU
ViT-L/16 models. Left: We plot the distribution of hyperbolic distances from origin of a model
trained only with the contrastive loss (Appendix B.1). Notice that the distributions of the text and
image embeddings overlap with each other. Right: We demonstrate the effect of using the entailment
loss that enforces text→ image for each datapoint. We see that using the entailment loss pulls text
embeddings closer to the origin and pushes image embeddings further from the origin (and also leads
to improved performance (Tab. 2)).

H MORE QUALITATIVE ANALYSIS

Effect of the entailment loss. We plot the effect of imposing the entailment loss on the distributions
of distance between image-text representations and origin of the hyperboloid (Fig. 4). Recall that the
entailment loss enforces a partial order between modalities as ‘text entails image’. The distributions
overlap without this loss, but upon enforcing it, they become well separated – the text representations
are placed closer to the origin. This suggests that the entailment loss is critical for imbuing the
model with the inductive bias of the visual-semantic hierarchy (Fig. 1) and subsequent performance
improvements (Sec. 3). We hypothesize that this effect will be less prominent as we increase the data
scale, and that the inductive bias of the entailment loss will be required to a smaller extent (meaning
that left side of Fig. 4 would look more similar to the right side).

More interpolations. In Fig. 5, we show more qualitative examples of the interpolations from images,
going up the visual-semantic hierarchy, similar to Fig. 3b. Notice how images and text are found
together in a common semantic hierarchy, with implicit, learnt structure between the different images
and captions.

Which concepts are general for MERU? We also investigate the emergent hierarchy in the repre-
sentation space by computing distance of various embeddings to the origin. Notice in Tab. 8 how
generic captions (‘itap of nothing’) are closer to origin than more detailed ones. Also notice how
specific concepts such as a geographic location often end up further from the origin. Interestingly, this
structure is being learnt purely through the grounding into image data, since the entailment loss only
enforces text→ image for individual pairs (and makes no assumptions about the relative generality
of the concepts expressed within text).
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i took a picture : itap when the rain
finally broke in glacier np

i took a picture : itap of a mountain in 
glacier national park

i took a picture : itap of a mountain
in glacier park

i took a picture : itap of gnp

i took a picture : itap my favorite mountain
nobody has ever heard of.

i took a picture : itap of the great outdoors

[ORIGIN]

i took a picture : itap of some windows
reflecting the sunset.

i took a picture : itap of the sunset
reflecting off the windows

i took a picture : itap of the view
outside my office window

i took a picture : itap of living

[ORIGIN]

i took a picture : itap of a bear
holding on to lunch

i took a picture : itap a bear 
posing for a portrait

i took a picture : itap of a fow 
taking a break time

dog pictures : doing his thing.

[ORIGIN]

i took a picture : itap of bats flying at
sunset in australia

i took a picture : itap of some birds 
in the villages, florida

i took a picture : itap of dusk.

i took a picture : itap - dusk

i took a picture : itap

[ORIGIN]

i took a picture : itap of a fern in kauai

i took a picture : itap foliage

i took a picture : itap - nature

i took a picture : itap

[ORIGIN]

i took a picture : itap of the california beach side sunset

 took a picture : itap of the coast

i took a picture : itap- south coast

[ORIGIN]

Figure 5: Multimodal interpolations for MERU embeddings. We project the query image embed-
ding to the tangent space of the origin, take 50 linearly spaced steps, and lift all of them onto the
hyperboloid. For each vector, we find the nearest neighbor text embedding using the Lorentz distance.
We list all the (unique) texts encountered between the image and the [ORIGIN] (arrow shows the
direction of interpolation, not entailment). itap means “I took a picture”.
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Table 8: Generic and specific concepts. Top: Captions from r/itookapicture whose representa-
tions are nearest to the origin, tend to be vague and generic. Bottom: Captions whose representations
are furthest from the origin, tend to be long and descriptive, and often mention specific concepts like
locations.

Nearest distance from the origin (≈ generic):
– itap of nothing
– itap of where i live.
– itap of the place to be
– itap of another picture
– itap of the sea break
– itap of a place i found.
– itap of home.
– itap of somewhere i’ve never been before
– itap of another place
– itap of something random.
– itap of lovely scenery
Furthest distance from the origin (≈ specific):
– itap of a zanate mexicano/clarinero
– itap of me navigating barges through a canal
– itap of a pink saline at formentera island
– itap of red stained double cream
– itap of a cliche ball at sunset
– itap of my red jasper.
– itap of a feather in a dark forest
– itap of my friend silhouetted, with desaturated red filters.
– itap of an orangey, purpley, red-ish sky.
– itap of gargoyles in a fountain
– itap of the silversmith’s workbench in colonial williamsburg, va
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