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Abstract

Data augmentation is essential to achieve state-of-the-art performance in many1

deep learning applications. However, the most effective augmentation techniques2

become computationally prohibitive for even medium-sized datasets. To address3

this, we propose a rigorous technique to select subsets of data points that when4

augmented, closely capture the training dynamics of full data augmentation. We5

first show that data augmentation, modeled as additive perturbations, improves6

learning and generalization by relatively enlarging and perturbing the smaller7

singular values of the network Jacobian, while preserving its prominent directions.8

Then, we propose a framework to iteratively extract small subsets of training9

data that when augmented, closely capture the alignment of the fully augmented10

Jacobian with labels/residuals. We prove that stochastic gradient descent applied to11

augmented subsets found by our approach have similar training dynamics to that of12

fully augmented data. Our experiments demonstrate that our method outperforms13

state-of-the-art by 7.7% on CIFAR10 with 6.3x speedup and 4.7% on SVHN14

with 2.2x speedup, using 10% and 30% augmented subsets respectively. Besides,15

augmenting 10% and 30% subsets from our method beats random baselines by16

7.9% and 5.3% on TinyImageNet, and by 7.6% and 2.3% on ImageNet.17

1 Introduction18

Standard (weak) data augmentation transforms the training examples with e.g. rotations or crops for19

images, and trains on the transformed examples in place of the original training data. While weak20

augmentation is effective and computationally inexpensive, strong data augmentation (in addition21

to weak augmentation) is a key component in achieving nearly all state-of-the-art results in deep22

learning applications [34]. However, the most effective strong data augmentation techniques increase23

the training time by orders of magnitude. First, they often have a very expensive pipeline to24

generate transformations that best improves generalization [5, 16, 23, 39]. Second, appending25

transformed examples to the training data is often much more effective than training only on the26

(strongly or weakly) transformed examples in-place of the original data. Importantly, appending27

one transformed example is often much more effective than training on two transformed examples28

in place of every original training data, which has the same computational cost as that of training on29

original images appended with only one transformation per image (c.f. Appendix D.5). Hence, to30

obtain the state-of-the-art performance, multiple augmented examples are added for every single31

data point and to each training iteration [15, 39]. In this case, even if producing transformations are32

cheap, such methods increases the size of the training data by orders of magnitude. As a result, state-33

of-the-art data augmentation techniques become computationally prohibitive for even medium-sized34

real-world problems. For example, the state-of-the-art augmentation of [39] increases training time35

of ResNet20 on CIFAR10 by 13x on an Nvidia A40 GPU.36
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To make state-of-the-art data augmentation more efficient and scalable, an effective approach is to37

carefully select a small subset of the training data such that augmenting only the subset provides38

similar training dynamics to that of full data augmentation. If such a subset can be quickly found,39

it would directly lead to a significant reduction in storage and training costs. First, while standard40

in-place augmentation can be applied to the entire data, the strong and expensive transformations41

can be only produced for the examples in the subset. Besides, only the transformed elements of the42

subset can be appended to the training data. In addition, when the data is larger than the training43

budget, one can train on random subsets (with standard in-place augmentation) and augment coresets44

(by strong augmentation and/or appending transformations) to achieve a superior performance.45

Despite the efficiency and scalability that it can provide, this direction has remained largely unex-46

plored. Existing studies are limited to fully training a network and subsampling data points based47

on its loss or influence for augmentation in subsequent training runs [21]. However, this method is48

prohibitive for large datasets, provides a marginal improvement over augmenting random subsets,49

and does not provide any theoretical guarantee for the performance of the network trained on the50

augmented subsets. Besides, when the data contains mislabeled examples, augmentation methods51

that append transformations to the data (e.g. by max loss) degrade the performance by selecting and52

appending several noisy labels.53

A major challenge in finding the most effective data points for augmentation is to theoretically under-54

stand how data augmentation affects the optimization and generalization of neural networks. Existing55

theoretical results are mainly limited to simple linear classifiers and analyze data augmentation as56

enlarging the span of the training data [39], providing a regularization effect [4, 10, 36, 39], enlarging57

the margin of a linear classifier [32], or having a variance reduction effect [7]. However, such tools58

do not provide insights on the effect of data augmentation on training deep neural networks.59

Here, we study the effect of label invariant data augmentation on training dynamics of overparameter-60

ized neural networks. Theoretically, we model data augmentation by bounded additive perturbations61

[32], and analyze its effect on neural network Jacobian matrix containing all its first-order partial62

derivatives [1]. We show that label invariant additive data augmentation proportionally enlarges but63

more importantly perturbs the singular values of the Jacobian, particularly smaller ones, while main-64

taining its prominent directions. In doing so, data augmentation regularizes training with bounded but65

varying perturbations to the gradients and prevents overfitting. Empirically, we show that our analysis66

holds for various strong augmentations, e.g., AutoAugment [8], CutOut [11], and AugMix [15].67

Next, we develop a rigorous method to iteratively find small weighted subsets (coresets) that when68

augmented, closely capture the alignment between the Jacobian of the full augmented data with the69

label/residual vector. We show that the most effective subsets for data augmentation are the set of70

examples with the most centrally located gradients, and can be obtained by maximizing a submodular71

function. Such subsets can be efficiently extracted using a fast greedy algorithm which operates on72

small dimensional gradient proxies, with only a small additional cost. We prove that augmenting the73

coresets guarantees similar training dynamics to that of full data augmentation. We also show that74

augmenting our coresets achieve a superior accuracy in presence of noisy labeled examples.75

We demonstrate the effectiveness of our approach applied to CIFAR10 (ResNet20,76

WideResNet-28-10), CIFAR10-IB (ResNet32), SVHN (ResNet32), noisy-CIFAR10 (ResNet20),77

Caltech256 (ResNet18,ResNet50), TinyImageNet (ResNet50), and ImageNet (ResNet50) compared78

to random and max-loss baselines [21]. We show the effectiveness of our approach (in presence of79

standard augmentation) in the following cases:80

• When producing augmentations is expensive and/or they are appended to the training data:81

we show that for the augmentation method of [39] applied to CIFAR10/ResNet20 it is 3.43x faster82

to train on the whole dataset and augment our coresets of size 30% than to train and augment the83

whole dataset. At the same time we achieve 75% of the accuracy improvement of training on and84

augmenting the full data with [39].85

• When data is larger than the training budget: we show that we can achieve 71.99% test86

accuracy on ResNet50/ImageNet when training on and augmenting only 30% subsets for 9087

epochs. Compared to AutoAugment [8] despite using only 30% subsets, we achieve 86% of88

the original reported accuracy while boasting 5x speed-up in training time. Similarly, on89

Caltech256/ResNet18, training on and augmenting 10% coresets with [8] yield 65.4% accuracy,90

improving over random 10% subsets by 5.8% and over weak augmentation only by 17.4%.91
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• When data contains mislabeled examples: We show that training on and strongly augmenting92

50% subsets using our method on CIFAR-10 with 50% noisy labels achieves 76.20% test accuracy.93

This actually improves performance compared to training on and strongly augmenting the full data.94

95

2 Additional Related Work96

Strong data augmentation methods achieve state-of-the-art performance by finding the set of trans-97

formations for every example that best improves the performance. Methods like AutoAugment [8],98

RandAugment [9], and Faster RandAugment [9] search over a (possibly large) space of transforma-99

tions to find sequences of transformations that best improves generalization [8, 9, 25, 39]. Other100

techniques involve a very expensive pipeline for generating the transformations. For example, some101

use Generative Adversarial Networks to directly learn new transformations [2, 25, 28, 33]. Strong102

augmentations like Smart Augmentation [23], Neural Style Transfer-based [16], and GAN-based aug-103

mentations [5] require an expensive forward pass through a deep network for input transformations.104

For example, [16] increases training time by 2.8x for training ResNet18 on Caltech256.105

Strong data augmentation methods either replace the original example by its transformed version,106

or add the generated transformations to the training data. Crucially, augmenting the training data107

with transformations is much more effective in improving the generalization performance. Hence,108

the most effective data augmentation methods such as that of [39] and AugMix [15] append the109

transformed examples to the training data. In Appendix D.5, we show that even for cheaper strong110

augmentation methods such as AutoAugment [8], while replacing the original training examples with111

transformations may decrease the performance, appending the augmentations significantly improves112

the performance. Appending the training data with augmentations, however, increase the training113

time by orders of magnitude. For example, AugMix [15] that outperforms AutoAugment increases114

the training time by at least 3x by appending extra augmented examples, and [39] increases training115

time by 13x due to appending and forwarding additional augmented examples through the model.116

3 Problem Formulation117

We begin by formally describing the problem of learning from augmented data. Consider a dataset118

Dtrain = (Xtrain,ytrain), where Xtrain = (x1, · · · ,xn) ∈ Rd×n is the set of n normalized data119

points xi ∈ [0, 1]d, from the index set V , and ytrain = (y1,· · ·, yn) ∈ {y ∈ {ν1, ν2, · · · , νC}} with120

{νj}Cj=1 ∈ [0, 1]. Following [32] we model data augmentation as an arbitrary bounded additive pertur-121

bation �, with ���≤ �0. For a given �0 and the set of all possible transformations A, we study the trans-122

formations selected from S ⊆ A satisfying S = {Ti ∈ A | �Ti(x)−x�≤ �0 ∀x ∈ Xtrain}. While123

the additive perturbation model cannot represent all augmentations, most real-world augmentations124

are bounded to preserve the regularities of natural images. Thus, we see the effects of additive125

augmentation on the singular spectrum holds even under real-world augmentation settings (Fig. 3).126

This model is indeed limited when applied to augmentations that cannot be reduced to perturbations,127

such as horizontal/vertical flips and large translations. We extend our theoretical analysis to128

augmentations modeled as arbitrary linear transforms (e.g. as mentioned, horizontal flips) in B.5.129

The set of augmentations at iteration t generating r augmented examples per data point can be130

specified, with abuse of notation, as Dt
aug = {�r

i=1 (T
t
i (Xtrain),ytrain)}, where |Dt

aug|= rn and131

T t
i (Xtrain) transforms all the training data points with the set of transformations T t

i ⊂ S at iteration132

t. We denote Xt
aug = {�r

i=1 T
t
i (Xtrain)} and yt

aug = {�r
i=1 ytrain}.133

Let f(W ,x) be an arbitrary neural network with m vectorized (trainable) parameters W∈Rm. We134

assume that the network is trained using (stochastic) gradient descent with learning rate η to minimize135

the squared loss L over the original and augmented training examples Dt = {Dtrain ∪ Dt
aug}136

with associated index set V t, at every iteration t. I.e., L(W t,X) := 1
2

�
i∈V t Li(W

t,xi) :=137
1
2

�
(xi,yi)∈Dt�f(W t,xi)− yi�22. The gradient update at iteration t is given by138

W t+1 = W t − η∇L(W t,X), s.t. ∇L(W t,X) = J T (W t,X)(f(W t,X)− y), (1)

where Xt = {Xtrain ∪Xt
aug} and yt = {ytrain ∪ yt

aug} are the set of original and augmented139

examples and their labels, J (W ,X) ∈ Rn×m is the Jacobian matrix associated with f , and140

rt = f(W t,X) − y is the residual. We further assume that J is smooth with Lipschitz constant141
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L. I.e., �J (W ,xi)−J (W ,xj)�≤ L� xi − xj� ∀ xi,xj ∈ X . Thus, for any transformation142

Tj ∈ S, we have �J (W ,xi)−J (W , Tj(xi))�≤ L�0. Denoting J = J (W,Xtrain) and J̃ =143

J (W,Tj(Xtrain)),we getJ̃=J+E, where E is the perturbation matrix with�E�2≤�E�F≤
√
nL�0.144

4 Data Augmentation Improves Learning145

In this section, we analyze the effect of data augmentation on training dynamics of neural networks,146

and show that data augmentation can provably prevent overfitting. To do so, we leverage the recent147

results that characterize the training dynamics based on properties of neural network Jacobian and the148

corresponding Neural Tangent Kernel (NTK) [17] defined as Θ = J (W ,X)J (W ,X)T . Formally:149

150

rt=

n�

i=1

(1− ηλi)(uiu
T
i )r

t−1=

n�

i=1

(1− ηλi)
t(uiu

T
i )r

0, (2)

where Θ = UΛUT =
�

i=1 λiuiu
T
i is the eigendecomposition of the NTK [1]. Although the151

constant NTK assumption holds only in the infinite width limit, [22] found close empirical agreement152

between the NTK dynamics and the true dynamics for wide but practical networks, such as wide153

ResNet architectures [40]. Eq. (2) shows that training dynamics depend on the alignment of the154

NTK with the residual vector at every iteration t. Next, we prove that for small perturbations �0,155

data augmentation prevents overfitting and improves generalization by proportionally enlarging and156

perturbing smaller eigenvalues of the NTK relatively more, while preserving its prominent directions.157

4.1 Effect of Augmentation on Eigenvalues of the NTK158

We first investigate the effect of data augmentation on the singular values of the Jacobian, and use159

this result to bound the change in the eigenvalues of the NTK. To characterize the effect of data160

augmentation on singular values of the perturbed Jacobian J̃ , we rely on Weyl’s theorem [38]161

stating that under bounded perturbations E, no singular value can move more than the norm of the162

perturbations. Formally, |σ̃i − σi|≤ �E�2, where σ̃i and σi are the singular values of the perturbed163

and original Jacobian respectively. Crucially, data augmentation affects larger and smaller singular164

values differently. Let P be orthogonal projection onto the column space of J T , and P⊥ = I−P be165

the projection onto its orthogonal complement subspace. Then, the singular values of the perturbed166

Jacobian J̃ T are σ̃2
i = (σi + µi)

2 + ζ2i , where |µi|≤ �PE�2, and σmin(P⊥E) ≤ ζi ≤ �P⊥E�2,167

σmin the smallest singular value of J T [35]. Since the eigenvalues of the projection matrix P are168

either 0 or 1, as the number of dimensions m grows, for bounded perturbations we get that on average169

µ2
i = O(1) and ζ2i = O(m). Thus, the second term dominates and increase of small singular values170

under perturbation is proportional to
√
m. However, for larger singular values, first term dominates171

and hence σ̃i − σi
∼= µi. Thus in general, small singular values can become proportionally larger,172

while larger singular values remain relatively unchanged. The following Lemma characterizes the173

expected change to the eignvalues of the NTK.174

Lemma 4.1. Data augmentation as additive perturbations bounded by small �0 results in the175

following expected change to the eigenvalues of the NTK:176

E[λ̃i] = E[σ̃2
i ] = σ2

i + σi(1− 2pi)�E�+�E�2/3 (3)

where pi := P(σ̃i − σi < 0) is the probability that σi decreases as a result of data augmentation,177

and is smaller for smaller singular values.178

All the proofs can be found in the Appendix. Next, we discuss the effect of data augmentation on179

singular vectors of the Jacobian and show that it mainly affects the non-prominent directions of the180

Jacobian spectrum, but to a smaller extent compared to the singular values.181

4.2 Effect of Augmentation on Eigenvectors of the NTK182

Here, we focus on characterizing the effect of data augmentation on the eigenspace of the NTK.183

Let the singular subspace decomposition of the Jacobian be J = UΣV T . Then for the NTK, we184

have Θ = JJ T = UΣV TV ΣUT = UΣ2UT (since V TV = I). Hence, the perturbation of the185

eigenspace of the NTK is the same as perturbation of the left singular subspace of the Jacobian J .186
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(a) MNIST - Δσi (b) CIFAR - Δσi (c) MNIST - Subspace
Angle

(d) CIFAR - Subspace An-
gle

Figure 1: Effect of augmentations on the singular spectrum of the network Jacobian of ResNet20
trained on CIFAR10, and a MLP on MNIST, trained till epoch 15. (a), (b) Difference in singular
values and (c), (d) singular subspace angles between the original and augmented data with bounded
perturbations with �0 = 8 and �0 = 16 for different ranges of singular values. Note that augmentations
with larger bound �0 results in larger perturbations to the singular spectrum.

Suppose σi are singular values of the Jacobian. Let the perturbed Jacobian be J̃ = J + E, and187

denote the eigengap γ0 = min{σi − σi+1 : i = 1, · · · , r} where σr+1 := 0. Assuming γ0 ≥ 2�E�2,188

a combination of Wedin’s theorem [37] and Mirsky’s inequality [27] implies189

�ui − ũi�≤ 2
√
2�E�/γ0. (4)

This result provides an upper-bound on the change of every left singular vectors of the Jacobian.190

However as we discuss below, data augmentation affects larger and smaller singular directions191

differently. To see the effect of data augmentation on every singular vectors of the Jacobian, let192

the subspace decomposition of Jacobian be J = UΣV T = UsΣsV
T
s + UnΣnV

T
n , where Us193

associated with nonzero singular values, spans the column space of J , which is also called the194

signal subspace, and Un, associated with zero singular values (Σn = 0), spans the orthogonal space195

of Us, which is also called the noise subspace. Similarly, let the subspace decomposition of the196

perturbed Jacobian be J̃ = ŨΣ̃Ṽ T = ŨsΣ̃sṼ
T
s + ŨnΣ̃nṼ

T
n , and Ũs = Us +ΔUs, where ΔUs197

is the perturbation of the singular vectors that span the signal subspace. Then the following general198

first-order expression for the perturbation of the orthogonal subspace due to perturbations of the199

Jacobian characterize the change of the singular directions: ΔUs = UnU
T
n EVsΣ

−1
s [24]. We200

see that singular vectors associated to larger singular values are more robust to data augmentation,201

compared to others. Note that in general singular vectors are more robust than singular values.202

Fig. 1 shows the effect of perturbations with �0 = 8, 16 on singular values and singular vectors of the203

Jacobian matrix for a 1 hidden layer MLP trained on MNIST, and ResNet20 trained on CIFAR10. As204

calculating the entire Jacobian spectrum is computationally prohibitive, data is subsampled from 3205

classes. We report the effect of other real-world augmentation techniques, such as random crops, flips,206

rotations and Autoaugment [8] - which includes translations, contrast, and brightness transforms - in207

Appendix C. We observe that data augmentation increases smaller singular values relatively more.208

On the other hand, it affects prominent singular vectors of the Jacobian to a smaller extent.209

4.3 Augmentation Improves Training & Generalization210

By making relatively larger changes to the smaller singular values of the Jacobian with a high211

probability, and making relatively larger perturbations to non-prominent singular vectors, data212

augmentation results in bounded but varying perturbations to particularly the nuisance space of the213

Jacobian during the training. Under label-preserving transformations, data augmentation prevents214

the network parameters from overfitting over the nuisance space. This results in a potentially larger215

training loss, but better generalization performance, as shown in Appendix D. Theorem B.1 in the216

Appendix characterizes the expected training dynamics resulted by data augmentation.217

At the same time, the relative growth of the smaller singular values resulted by data augmentation218

improves the generalization performance of the network. In general, learning along small eigenvectors219

of the Jacobian is slower [6]. Data augmentation speeds up training along these dimensions by220

increasing the eigenvalues of the smaller eigendirections of the NTK, while preserving eigenvectors,221

and hence enhance learning along these (harder to learn) components. The following Lemma captures222

the improvement in the generalization performance, as a result of data augmentation.223

Lemma 4.2. Assume gradient descent with learning rate η is applied to train a neural network224

with constant NTK and Lipschitz constant L, on data points augmented with additive perturbations225
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bounded by �0 as defined in Sec. 3. Let σmin be the minimum singular value of Jacobian J associated226

with training data Xtrain. With probability 1− δ, generalization error of the network trained with227

gradient descent on augmented data Xaug enjoys the following bound:228 �
2

(σmin +
√
nL�0)2

+O
�
log

1

δ

�
. (5)

5 Effective Subsets for Data Augmentation229

Here, we focus on identifying subsets of data that when augmented similarly improve generalization230

and prevent overfitting. To do so, our key idea is to find subsets of data points that when augmented,231

closely capture the alignment of the NTK (or equivalently the Jacobian) corresponding to the232

full augmented data with the residual vector, J (W t,Xt
aug)

Trtaug. If such subsets can be found,233

augmenting only the subsets will change the NTK and its alignment with the residual in a similar way234

as that of full data augmentation, and will result in similar improved training dynamics. However,235

generating the full set of transformations Xt
aug is often very expensive, particularly for strong236

augmentations and large datasets. Hence, generating the transformations, and then extracting the237

subsets may not provide a considerable overall speedup.238

In the following, we show that weighted subsets (coresets) S that closely estimate the alignment of the239

Jacobian associated to the original data with the residual vector J T (W t,Xtrain)rtrain can closely240

estimate the alignment of the Jacobian of the full augmented data and the corresponding residual241

J T (W t,Xt
aug)r

t
aug . Thus, the most effective subsets for augmentation can be directly found from242

the training data. Formally, subsets St
∗ weighted by γt

S that capture the alignment of the full Jacobian243

with residual by an error of at most ξ can be found by solving the following optimization problem:244

St
∗ =argmin

S⊆V
|S| s.t. �J T (W t,Xt)rt − diag(γt

S)J T (W t,Xt
S)r

t
S�≤ ξ. (6)

Solving the above optimization problem is NP-hard. However, as we discuss in the Appendix A, a245

near optimal subset can be found by minimizing the Frobenius norm of a matrix GS , in which the ith246

row contains the euclidean distance between data point i and its closest element in the subset S, in247

the gradient space. Formally, [GS ]i. = minj�∈S�J T (W t,xi)ri − J T (W t,xj�)rj��. Intuitively,248

such subsets contain the set of medoids of the dataset in the gradient space. Medoids of a dataset249

are defined as the most centrally located elements in the dataset [19]. The weight of every element250

j ∈ S is the number of data points closest to it in the gradient space, i.e., γj =
�

i∈V I[j =251

argminj�∈S�J T (W t,xi)ri − J T (W t,xj�)rj��]. The set of medoids can be found by solving the252

following submodular1 cover problem:253

St
∗ = argminS⊆V |S| s.t. C − �GS�F≥ C − ξ, (7)

where C ≥ �GS�F is a constant. The classical greedy algorithm provides a logarithmic approxima-254

tion for the above submodular maximization problem, i.e., |S|≤ (1 + ln(n)). It starts with the empty255

set S0 = ∅, and at each iteration τ , it selects the training example e ∈ V that maximizes the marginal256

gain F (e|Sτ ) = F (Sτ ∪ {e}) − F (Sτ ). Formally, Sτ = Sτ−1 ∪ {argmaxe∈V F (e|Sτ−1)}. The257

O(nk) computational complexity of the greedy algorithm can be reduced to O(n) using randomized258

methods [29] and further improved using lazy evaluation [26] and distributed implementations [31].259

The rows of the matrix G can be efficiently upper-bounded using the gradient of the loss w.r.t. the260

input to the last layer of the network, which has been shown to capture the variation of the gradient261

norms closely [18]. The above upper-bound is only marginally more expensive than calculating the262

value of the loss. Hence the subset can be found efficiently. Better approximations can be obtained263

by considering earlier layers in addition to the last two, at the expense of greater computational cost.264

At every iteration t during training, we select a coreset from every class c ∈ [C] separately, and apply265

the set of transformations {T t
i }ri=1 only to the elements of the coresets, i.e., Xt

aug = {∪r
i=1T

t
i (XSt)}.266

We divide the weight of every element j in the coreset equally among its transformations, i.e. the267

final weight ρtj = γt
j/r if j ∈ St. We apply the gradient descent updates in Eq. (1) to the weighted268

Jacobian matrix of Xt = Xt
aug or Xt = {Xtrain ∪Xt

aug} (viewing ρt as ρt ∈ Rn) as follows:269

W t+1 = W t − η
�
diag(ρt)J (W t,Xt)

�T
rt. (8)

1A set function F : 2V → R+ is submodular if F (S ∪ {e}) − F (S) ≥ F (T ∪ {e}) − F (T ), for any
S ⊆ T ⊆ V and e ∈ V \ T . F is monotone if F (e|S) ≥ 0 for any e∈V \S and S ⊆ V .
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Table 1: Training ResNet20 (R20) and WideResnet-28-10 (W2810) on CIFAR10 (C10) using small
subsets, and ResNet18 (R18) on Caltech256 (Cal). We compare accuracies of training on and
strongly (and weakly) augmenting subsets. For CIFAR10, training and augmenting subsets selected
by max-loss performed poorly and did not converge. Average number of examples per class in each
subset is shown in parentheses.
Model/Data C10/R20 C10/W2810 Cal/R18

Subset 0.1% (5) 0.2% (10) 0.5% (25) 1% (50) 1% (50) 5% (3) 10% (6) 20% (12) 30% (18) 40% (24) 50% (30)

Loss < 15% < 15% < 15% < 15% < 15% 19.2 50.6 71.3 75.6 77.3 78.6
Random 33.5 42.7 58.7 74.4 57.7 41.5 61.8 72.5 75.7 77.6 78.5

Ours 37.8 45.1 63.9 74.7 62.1 52.7 65.4 73.1 76.3 77.7 78.9

The pseudocode is in Alg.1, Appendix. The following Lemma upper bounds the difference between270

the alignment of the Jacobian and residual for augmented coreset vs. full augmented data.271

Lemma 5.1. Let S be a coreset that captures the alignment of the full data NTK with residual272

with an error of at most ξ as in Eq. (5). Augmenting the coreset with perturbations bounded by273

�0≤ 1

n
3
2
√
L

captures the alignment of the fully augmented data with the residual by an error of at most274

�J T (W t,Xaug)r − diag(ρt)J t(W t,XSaug )rS�≤ ξ +O
�√

L
�
. (9)

5.1 Coreset vs. Max-loss Data Augmentation275

In the initial phase of training the NTK goes through rapid changes. This determines the final basin276

of convergence and network’s final performance [12]. Regularizing deep networks by weight decay277

or data augmentation mainly affects this initial phase and matters little afterwards [13]. Crucially,278

augmenting coresets that closely capture the alignment of the NTK with the residual during this279

initial phase results in less overfitting and improved generalization performance. On the other hand,280

augmenting points with maximum loss early in training decreases the alignment between the NTK281

and the label vector and impedes learning and convergence. After this initial phase when the network282

has good prediction performance, the gradients for majority of data points become small. Here, the283

alignment is mainly captured by the elements with the maximum loss. Thus, as training proceeds, the284

intersection between the elements of the coresets and examples with maximum loss increases. We285

visualize this pattern in Appendix D. The following Theorem characterizes the training dynamics of286

training on the full data and the augmented coresets, using our additive perturbation model.287

Theorem 5.2. Let Li be β-smooth, L be λ-smooth and satisfy the α-PL condition, that is for288

α > 0, �∇L(W )�2 ≥ αL(W ) for all weights W . Let f be Lipschitz in X with constant L�, and289

L̄ = max{L,L�}. Let G0 be the gradient at initializaion, σmax the maximum singular value of290

the coreset Jacobian at initialization. Choosing �0 ≤ 1

σmax

√
L̄n

and running SGD on full data with291

augmented coreset using constant step size η = α
λβ , result in: the following bound:292

E[�∇Lf+caug(W t)�] ≤ 1√
α

�
1− αη

2

� t
2

�
2G0 + ξ +O

� √
L̄

σmax

��
.

293 Theorem 5.2 shows that training on full data and augmented coresets converges with the same rate294

as training on the fully augmented data, to a close neighborhood of the optimal solution. The size295

of the neighborhood depends on the error of the coreset ξ in Eq. (5), and the error in capturing the296

alignment of the full augmented data with the residual derived in Lemma 5.1. The first term decrease297

as the size of the coreset grows, and the second term depends on the network structure. We also298

analyze convergence of training only on the augmented coresets, and augmentations modelled as299

arbitrary linear transformations using a linear model [39] in Appendix B.300

6 Experiments301

Setup and baselines. We extensively evaluate the performance of our approach in three different302

settings. Firstly, to evaluate the quality of our coresets for augmentation we consider training only on303

coresets and their augmentations. Secondly, we investigate the effect of adding augmented coresets304

to the full training data. Finally, we consider adding augmented coresets to random subsets. We305

compare our coresets with max-loss loss and/or random subsets as baselines. For all methods, we306
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Table 2: Caltech256/ResNet18 with same set-
tings as Tab. 1 with default weak augmenta-
tions but varying strong augmentations.

Augmentation Random Ours

30% 40% 50% 30% 40% 50%

CutOut 43.32 62.84 76.21 55.53 66.10 76.91
AugMix 40.77 61.81 72.17 52.72 64.91 73.01
Perturb 48.51 66.20 75.34 58.29 67.47 76.50

Table 3: Training on full data and strongly (and
weakly) augmenting random subsets, max-loss
subsets and coresets on TinyImageNet/ResNet50,
R = 15.

Random Max-loss Ours

20% 30% 50% 20% 30% 50% 20% 30% 50%

50.97 52.00 54.92 51.30 52.34 53.37 51.99 54.30 55.16

Table 4: Accuracy improvement by augmenting subsets found by our method vs. max-loss and
random, over improvement of full (weak and strong) data augmentation (F.A.) compared to weak
augmentation only (W.A.). The table shows the results for training on CIFAR10(C10)/ResNet20
(R20), SVHN/ResNet32(R32), and CIFAR10-Imbalanced(C10-IB)/ResNet32, with R = 20.

Dataset W.A. F.A. Random Max-loss Ours

Acc Acc 5% 10% 30% 5% 10% 30% 5% 10% 30%

C10/R20 89.46 93.50 21.8% 39.9% 65.6% 32.9% 47.8% 73.5% 34.9% 51.5% 75.0%
C10-IB/R32 87.08 92.48 25.9% 45.2% 74.6% 31.3% 39.6% 74.6% 37.4% 49.4% 74.8%
SVHN/R32 95.68 97.07 5.8% 36.7% 64.1% 35.3% 49.7% 76.4% 31.7% 48.3% 80.0%

select a new augmentation subset every R epochs. We note that while the original maxloss method307

[21] selects points from a fully trained model hence limits to only one subset throughout training, to308

maximize fairness, our max-loss baseline selects a new subset at every subset selection step. For all309

experiments, standard weak augmentations (random crop and horizontal flips) are always performed310

on both the original and strongly augmented data.311

6.1 Training on Coresets and their Augmentations312

First, we evaluate the effectiveness of our approach for training on the coresets and their augmenta-313

tions. Our main goal here is to compare the performance of training on and augmenting coresets vs.314

random and max-loss subsets. Tab. 1 shows the test accuracy for training ResNet20 and Wide-ResNet315

on CIFAR10 when we only train on small augmented coresets of size 0.1% to 1% selected at every316

epoch (R = 1), and ResNet18 on Caltech256 using coresets of size 5% to 50% with R = 5. We see317

that the augmented coresets outperform augmented random subsets by a large margin. This clearly318

shows the effectiveness of augmenting the coresets, and the importance of capturing the alignment of319

the NTK with the residual for data augmentation. Note that for CIFAR10 experiments, training on320

the augmented max-loss points did not even converge in absence of full data.321

Generalization across augmentation techniques Our coresets are not dependent on the type of322

data augmentation. To confirm this, we show the superior generalization performance of our method323

in Tab. 2 on ResNet18/R=5 on coresets vs random subsets of Caltech256, augmented with CutOut324

[11], AugMix [15], and noise perturbations (color jitter, gaussian blur). For example, On 30%325

subsets, we obtain 28.2%, 29.3%, 20.2% improvement over random when using CutOut, AugMix,326

and perturbation augmentations respectively.327

6.2 Training on Full Data and Augmented Coresets328

Next, we study the effectiveness of our method for training on full data and augmented coresets.329

Tab. 4 demonstrates the accuracy improvement resulted by augmenting subsets of size 5%, 10%,330

and 30% selected by our method vs. max-loss and random over full data augmentation. We observe331

that augmenting coresets effectively improves generalization, and outperforms augmenting random332

and max-loss subsets across different models and datasets. In Appendix D, we also show that our333

approach is effective when trained with full data even for small augmentation subset sizes of 0.2%334

and 0.5% with R = 1. We also report results on TinyImageNet/ResNet50 (R=15) in Tab. 3, where335

we show that augmenting coresets outperforms baseline max-loss and random subsets - For 30%336

subsets, we improve over max-loss and random on TinyImageNet by 3.7% and 4.4% respectively.337

Training speedup In Fig. 2, we measure the improvement in training time in the case of training338

on full data and augmenting subsets of various sizes. While our method yields similar or slightly339

lower speed-up to the max-loss policy and random approach respectively, our resulting accuracy340
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Table 5: Training ResNet20 on CIFAR10 with 50% label noise, R = 20. Accuracy without strong
augmentation is 70.72 ± 0.20 and the accuracy of full (weak and strong) data augmentation is
75.87± 0.77. Note that augmenting 50% subsets outperforms augmenting the full data (marked ∗∗).

Subset Random Loss Ours

10% 72.32± 0.14 71.83± 0.13 73.02± 1.06
30% 74.46± 0.27 72.45± 0.48 74.67± 0.15
50% 75.36± 0.05 73.23± 0.72 76.20± 0.75∗∗

outperforms these two approaches on average. For example, for SVHN/Resnet32 using 30% coresets,341

we sacrifice 10% of the speed-up to obtain an additional 24.8% of the gain in accuracy from full data342

augmentation when compared to a random subset of the same size. We also provide wall-clock times343

for finding coresets from Caltech256 and TinyImageNet in Appendix D.

(a) CIFAR10/ResNet20 (b) CIFAR10/ResNet20 (c) SVHN/ResNet32 (d) SVHN/ResNet32

Figure 2: Accuracy improvement and speedups by augmenting subsets found by our method vs.
max-loss and random.(a), (b) show speed and accuracy of ResNet20 trained on CIFAR10, and (c), (d)
shows show speed and accuracy of ResNet32 trained on SVHN.

344

Augmenting noisy labeled data. We also experimentally confirm the robustness of our coresets to345

label noise. Tab. 5 shows the result of augmenting coresets vs. max-loss and random subsets of346

different sizes selected from CIFAR10 with 50% label noise for training ResNet20. Augmenting347

coresets selected by our method not only outperforms max-loss and random, but provides a superior348

performance over full data augmentation. This confirms the effectiveness of the coresets in capturing349

the alignment of the NTK with the residual of clean data.350

6.3 Training on Random Data and Augmented Coresets351

Finally, we evaluate the performance of our method for training on random subsets and augmenting352

coresets. We report results on ImageNet and TinyImageNet on ResNet50 (90 epochs, R=15). In353

Tab. 6, we train on random subsets and augment random subsets and coresets of the same size. We354

show that our results hold for large-scale datasets, where we improve by 7.6%, 2.3%, and 1.3% over355

random with 10%, 30%, and 50% subsets respectively on ImageNet.356

Table 6: Training on random subsets and strongly (and weakly) augmenting random subsets and
coresets for TinyImageNet (left) and ImageNet (right) with ResNet50.

Random Ours

10% 20% 30% 10% 20% 30%

28.64 38.97 44.10 30.90 40.88 46.42

Random Ours

10% 30% 50% 10% 30% 50%

63.67 70.39 72.35 68.53 71.99 73.28

7 Conclusion357

We showed that data augmentation improves training and generalization by relatively enlarging358

and perturbing the smaller singular values of the neural network Jacobian while preserving its359

prominent directions. Then, we proposed a framework to iteratively extract small coresets of360

training data that when augmented, closely capture the alignment of the fully augmented Jacobian361

with the label/residual vector. We showed the effectiveness of augmenting coresets in providing a362

superior generalization performance when added to the full data, in presence of noisy labels, or as a363

standalone subset. While under local smoothness of images, our additive perturbation can be applied364

to model many bounded transformations such as small rotations, crops, shearing, and pixel-wise365

transformations like sharpening, blurring, color distortions, structured adversarial perturbation [25],366

the additive perturbation model is indeed limited when applied to augmentations that cannot be367

reduced to perturbations, such as horizontal/vertical flips and large translations. Further theoretical368

analysis of complex data augmentations is indeed an interesting direction for future work.369
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