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Abstract

Extending the forecasting time is a critical demand for real applications, such as1

extreme weather early warning and long-term energy consumption planning. This2

paper studies the long-term forecasting problem of time series. Prior Transformer-3

based models adopt various self-attention mechanisms to discover the long-range4

dependencies. However, intricate temporal patterns of the long-term future prohibit5

the model from finding reliable dependencies. Also, Transformers have to adopt the6

sparse versions of point-wise self-attentions for long series efficiency, resulting in7

the information utilization bottleneck. Towards these challenges, we propose Auto-8

former as a novel decomposition architecture with an Auto-Correlation mechanism.9

We go beyond the pre-processing convention of series decomposition and renovate10

it as a basic inner block of deep models. This design empowers Autoformer with11

progressive decomposition capacities for complex time series. Further, inspired by12

the stochastic process theory, we design the Auto-Correlation mechanism based on13

the series periodicity, which conducts the dependencies discovery and representa-14

tion aggregation at the sub-series level. Auto-Correlation outperforms self-attention15

in both efficiency and accuracy. In long-term forecasting, Autoformer yields state-16

of-the-art accuracy, with a 38% relative improvement on six benchmarks, covering17

five practical applications: energy, traffic, economics, weather and disease.18

1 Introduction19

Time series forecasting has been widely used in energy consumption, traffic and economics planning,20

weather and disease propagation forecasting. In these real-world applications, one pressing demand is21

to extend the forecast time into the far future. Thus, in this paper, we study the long-term forecasting22

problem of time series, characterizing itself by the large length of predicted series, which can be23

severalfold of the length of the input series. Recent deep forecasting models [40, 16, 19, 34, 26, 18]24

have achieved great progress, especially the Transformer-based models. Benefiting from the self-25

attention mechanism, Transformers obtain great advantage in modeling long-term dependencies for26

sequential data, which enables more powerful big models [7, 10].27

However, the forecasting task is extremely challenging under the long-term setting. First, it is28

unreliable to discover the temporal dependencies directly from the long-term time series because29

the dependencies can be obscured by entangled temporal patterns. Second, canonical Transformers30

with self-attention mechanisms are computationally prohibitive for long-term forecasting because31

of the quadratic complexity of sequence length. Previous Transformer-based forecasting models32

[40, 16, 19] mainly focus on improving self-attention to a sparse version. While performance is33

significantly improved, these models still utilize the point-wise representation aggregation. Thus, in34

the process of efficiency improvement, they will sacrifice the information utilization because of the35

sparse point-wise connections, resulting in a bottleneck for long-term forecasting of time series.36
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To reason about the intricate temporal patterns, we try to take the idea of decomposition, which is a37

standard method in time series analysis [1, 25]. It can be used to process the complex time series and38

extract more predictable components. However, under the forecasting context, it can only be used39

as the pre-processing of past series because the future is unknown [14]. This common usage limits40

the capabilities of decomposition and overlooks the potential future interactions among decomposed41

components. Thus, we attempt to go beyond pre-processing usage of decomposition and propose a42

generic architecture to empower the deep forecasting models with immanent capacity of progressive43

decomposition. Further, decomposition can ravel out the entangled temporal patterns and highlight44

the inherent properties of time series [14]. Benefiting from this, we try to take advantage of the series45

periodicity to renovate the point-wise connection in self-attention. We observe that the sub-series at46

the same phase position among periods often present similar temporal processes. Thus, we try to47

construct a series-level connection based on the process similarity derived by series periodicity.48

Based on the above motivations, we go beyond Transformer and propose a novel Autoformer for49

long-term time series forecasting. Autoformer still follows residual and encoder-decoder structure but50

renovates Transformer into a decomposition forecasting architecture. By embedding our proposed51

decomposition blocks as the inner operators, Autoformer can progressively separate the long-term52

trend information from predicted hidden variables. This design allows our model to alternately53

decompose and refine the intermediate results during the forecasting procedure. Inspired by the54

stochastic process theory [8, 22], Autoformer introduces an Auto-Correlation mechanism in place55

of self-attention, which discovers the sub-series similarity based on the series periodicity and aggre-56

gates similar sub-series from underlying periods. This series-wise mechanism achieves O(L logL)57

complexity for length-L series and breaks the information utilization bottleneck by expanding the58

point-wise representation aggregation to sub-series level. Autoformer achieves the state-of-the-art59

accuracy on six benchmarks. The contributions are summarized as follows:60

• To tackle the intricate temporal patterns of the long-term future, we present Autoformer as a61

decomposition architecture and design the inner decomposition block to empower the deep62

forecasting model with immanent progressive decomposition capacity.63

• We propose an Auto-Correlation mechanism with dependencies discovery and information64

aggregation at the series level. Our mechanism is beyond previous self-attention family and65

can simultaneously benefit the computation efficiency and information utilization.66

• Autoformer achieves a 38% relative improvement under the long-term setting on six bench-67

marks, covering five real-world applications: energy, traffic, economics, weather and disease.68

2 Related Work69

2.1 Models for Time Series Forecasting70

Due to the immense importance of time series forecasting, various models have been well developed.71

Many time series forecasting methods start from the classic tools [31]. ARIMA [6, 4] tackles the72

forecasting problem by transforming the non-stationary process to stationary through differencing.73

The filtering method is also introduced for series forecasting [17, 9]. Besides, recurrent neural74

networks (RNNs) models are used to model the temporal dependencies for time series [35, 24, 39, 21].75

DeepAR [26] combines autoregressive methods and RNNs to model the probabilistic distribution76

of future series. LSTNet [18] introduces convolutional neural networks (CNNs) with recurrent-skip77

connections to capture the short-term and long-term temporal patterns. Attention-based RNNs78

[38, 29, 30] introduce the temporal attention to explore the long-range dependencies for prediction.79

Also, many works based on temporal convolution networks (TCN) [33, 5, 3, 27, 28] attempt to model80

the temporal causality with the causal convolution. These deep forecasting models mainly focus on81

the temporal relation modeling by recurrent connections, temporal attention or causal convolution.82

Recently, Transformers [34, 37] based on the self-attention mechanism shows great power in sequen-83

tial data, such as natural language processing [10, 7], audio processing [13] and even computer vision84

[11, 20]. However, applying self-attention to long-term time series forecasting is computationally85

prohibitive because of the quadratic complexity of sequence length L in both memory and time.86

LogTrans [19] introduces the local convolution to Transformer and proposes the LogSparse attention87

to select time steps following the exponentially increasing intervals, which reduces the complexity to88

O(L(logL)2). Reformer [16] presents the local-sensitive hashing (LSH) attention and reduces the89

complexity to O(L logL). Informer [40] extends Transformer with KL-divergence based ProbSparse90
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attention and also achieves O(L logL) complexity. Note that these methods are based on the vanilla91

Transformer and try to improve the self-attention mechanism to a sparse version, which still follows92

the point-wise dependency and aggregation. In this paper, our proposed Auto-Correlation mechanism93

is based on the inherent periodicity of time series and can provide series-wise connections.94

2.2 Decomposition of Time Series95

As a standard method in time series analysis, time series decomposition [1, 25] deconstructs a time96

series into several components, each representing one of the underlying categories of patterns that are97

more predictable. It is primarily useful for exploring historical changes over time. For the forecasting98

tasks, decomposition is always used as the pre-processing of historical series before predicting future99

series [14], such as Prophet [32] and others [2]. However, such pre-processing is limited by the100

plain decomposition effect of historical series and overlooks the hierarchical interaction between the101

underlying patterns of series in the long-term future. This paper takes the decomposition idea from a102

new progressive dimension. Our Autoformer harnesses the decomposition as an inner block of deep103

models, which progressively decomposes the hidden series throughout the whole forecasting process.104

3 Autoformer105

The time series forecasting problem is to predict the most probable length-O series in the future given106

the past length-I series, denoting as input-I-predict-O. The long-term forecasting setting is to predict107

the long-term future given the short-term history, i.e. O � I . As aforementioned, we have highlighted108

the difficulties of long-term series forecasting: handling intricate temporal patterns and breaking the109

bottleneck of computation efficiency and information utilization. To tackle these two challenges, we110

introduce the decomposition as a builtin block to the deep forecasting model and propose Autoformer111

as a decomposition architecture. Besides, we design the Auto-Correlation mechanism to discover the112

period-based dependencies and aggregate similar sub-series from underlying periods.113

3.1 Decomposition Architecture114

We renovate Transformer [34] to a deep decomposition architecture (Figure 1), including the inner115

series decomposition block, Auto-Correlation mechanism, and corresponding Encoder and Decoder.116

Series decomposition block To learn with the complex temporal patterns in long-term forecasting117

context, we take the idea of decomposition [1, 25], which can separate the series into trend-cyclical118

and seasonal parts. These two parts reflect the long-term progression and the seasonality of the series119

respectively. However, directly decomposing is unrealizable for future series because the future is just120

unknown. To tackle this dilemma, we present a series decomposition block as an inner operation of121

Autoformer (Figure 1), which can extract the long-term stationary trend from predicted intermediate122

hidden variables progressively. Concretely, we adapt the moving average to smooth out periodic123

fluctuations and highlight the long-term trends. For length-L input series X ∈ RL×d, the process is:124

Xt = AvgPool(Padding(X ))
Xs = X − Xt,

(1)

where Xs,Xt ∈ RL×d denote the seasonal and the extracted trend-cyclical part respectively. We use125

Xs,Xt = SeriesDecomp(X ) to summarize above equations, which is the inner block of Autoformer.126

Model inputs The inputs of encoder part are the past I time stepsXen ∈ RI×d. As a decomposition127

architecture (Figure 1), the input of Autoformer decoder contains both the seasonal part Xdes ∈128

R( I
2+O)×d and trend-cyclical part Xdet ∈ R( I

2+O)×d to be refined. Each initialization consists of129

two parts: the component decomposed from the latter half of encoder’s input Xen with length I
2 to130

provide recent information, placeholders with length O filled by scalars. It’s formulized as follows:131

Xens,Xent = SeriesDecomp(Xen I
2 :I

)

Xdes = Concat(Xens,X0)

Xdet = Concat(Xent,XMean),

(2)

where Xens,Xent ∈ R I
2×d denote the seasonal and trend-cyclical parts of Xen respectively, and132

X0,XMean ∈ RO×d denote the placeholders filled with zero and mean of Xen respectively.133
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Figure 1: Autoformer architecture. The encoder eliminates the long-term trend-cyclical part by series
decomposition blocks (blue blocks) and focuses on seasonal patterns modeling. The decoder accu-
mulates the trend part extracted from hidden variables progressively. The past seasonal information
from encoder is utilized by the encoder-decoder Auto-Correlation (center green block in decoder).

Encoder As shown in Figure 1, the encoder focuses on the seasonal part modeling. The output of134

the encoder contains the past seasonal information and will be used as the cross information to help135

the decoder refine prediction results. Suppose we have N encoder layers. The overall equations for136

l-th encoder layer are summarized as X len = Encoder(X l−1en ). Details are shown as follows:137

Sl,1en , = SeriesDecomp
(
AutoCorrelation(X l−1en ) + X l−1en

)
Sl,2en , = SeriesDecomp

(
FeedForward(Sl,1en ) + Sl,1en

)
,

(3)

where “ ” is the eliminated trend part. X len = Sl,2en , l ∈ {1, · · · , N} denotes the output of l-th encoder138

layer and X 0
en is the embedded Xen. Sl,ien , i ∈ {1, 2} represents the seasonal component after the139

i-th series decomposition block in the l-th layer respectively. We will give detailed description of140

AutoCorrelation(·) in the next section, which can seamlessly replace the self-attention.141

Decoder The decoder contains two parts: the accumulation structure for trend-cyclical components142

and the stacked Auto-Correlation mechanism for seasonal components (Figure 1). Each decoder143

layer contains the inner Auto-Correlation and encoder-decoder Auto-Correlation, which can refine144

the prediction and utilize the past seasonal information respectively. Note that the model extracts145

the potential trend from the intermediate hidden variables during the decoder, allowing Autoformer146

to progressively refine the trend prediction and eliminate interference information for period-based147

dependencies discovery in Auto-Correlation. Suppose there are M decoder layers. With the latent148

variable XNen from the encoder, the equations of l-th decoder layer can be summarized as X lde =149

Decoder(X l−1de ,XNen). The decoder can be formalized as follows:150

Sl,1de , T
l,1
de = SeriesDecomp

(
AutoCorrelation(X l−1de ) + X l−1de

)
Sl,2de , T

l,2
de = SeriesDecomp

(
AutoCorrelation(Sl,1de ,XNen) + S

l,1
de

)
Sl,3de , T

l,3
de = SeriesDecomp

(
FeedForward(Sl,2de ) + S

l,2
de

)
T lde = T l−1de +Wl,1 ∗ T l,1de +Wl,2 ∗ T l,2de +Wl,3 ∗ T l,3de ,

(4)

where X lde = Sl,3de , l ∈ {1, · · · ,M} denotes the output of l-th decoder layer. X 0
de, T 0

de denote the151

embedded Xdes,Xdet respectively. And Sl,ide , T
l,i
de , i ∈ {1, 2, 3} represent the seasonal component152

and trend-cyclical component after the i-th series decomposition block in the l-th layer respectively.153

Wl,i, i ∈ {1, 2, 3} represents the linear projector for the i-th extracted trend T l,ide as the adaptor.154

The final prediction is the sum of the refined decomposed components: WS ∗ XMde +WT ∗ T Mde ,155

whereWS andWT denote the projector for seasonal and trend-cyclical components respectively.156
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Figure 2: Auto-Correlation (left) and Time Delay Aggregation (right). We utilize the Fast Fourier
Transform to calculate the autocorrelationR(τ), which reflects the time-delay similarities. Then the
similar sub-processes are rolled to the same index based on selected delay τ and aggregated byR(τ).

3.2 Auto-Correlation Mechanism157

As shown in Figure 2, we propose the Auto-Correlation mechanism with series-wise connections to158

expand the information utilization. Auto-Correlation discovers the period-based dependencies by159

calculating the series autocorrelation and aggregates similar sub-series by time delay aggregation.160

Period-based dependencies It is observed that the same phase position among periods naturally161

provides similar sub-processes. Inspired by the stochastic process theory [8, 22], for a real discrete-162

time process {Xt}, we can obtain the autocorrelationRXX (τ) by the following equations:163

RXX (τ) = lim
L→∞

1

L

L−1∑
t=0

XtXt−τ . (5)

RXX (τ) reflects the time-delay similarity between {Xt} and its τ lag series {Xt−τ}. As shown in164

Figure 2, we use the autocorrelationR(τ) as the unnormalized confidence of estimated period length165

τ . Then, we choose the most possible k period lengths τ1, · · · , τk. The period-based dependencies166

are derived by the above estimated periods and can be weighted by the corresponding autocorrelation.167

Time delay aggregation The period-based dependencies connect the sub-series among estimated168

periods. Thus, we present the time delay aggregation block (Figure 2), which can roll the series based169

on selected time delay τ1, · · · , τk. This operation can align similar sub-series that are at the same170

phase position of estimated periods, which is different from the point-wise dot-product aggregation171

in self-attention family. Finally, we aggregate the sub-series by softmax normalized confidences.172

For the single head situation and time series X with length-L, after the projector, we get queryQ, key173

K and value V . Thus, it can replace self-attention seamlessly. The Auto-Correlation mechanism is:174

τ1, · · · , τk = argTopk
τ∈{1,··· ,L}

(RQ,K(τ))

R̂Q,K(τ1), · · · , R̂Q,K(τk) = SoftMax (RQ,K(τ1), · · · ,RQ,K(τk))

AutoCorrelation(Q,K,V) =
k∑
i=1

Roll(V, τk)R̂Q,K(τk),

(6)

where arg Topk(·) is to get the arguments of the Topk autocorrelations and let k =bc × logLc, c175

is a hyper-parameter. RQ,K is autocorrelation between series Q and K. Roll(X , τ) represents the176

operation to X with time delay τ , during which elements that are shifted beyond the first position177

are re-introduced at the last position. For the encoder-decoder Auto-Correlation (Figure 1), K,V are178

from the encoder XNen and will be resized to length-O, Q is from the previous block of the decoder.179

For the multi-head version used in Autoformer, with hidden variables of dmodel channels and h heads,180

the query, key and value for i-th head are Qi,Ki,Vi ∈ RL×
dmodel

h , i ∈ {1, · · · , h}. The process is:181

MultiHead(Q,K,V) = Concat(head1, · · · ,headh)
where headi = AutoCorrelation(Qi,Ki,Vi).

(7)
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Figure 3: Auto-Correlation vs. self-attention family. Full Attention [34] (a) adapts the fully connection
among all time points. Sparse Attention [16, 40] (b) selects points based on the proposed similarity
metrics. LogSparse Attention [19] (c) chooses points following the exponentially increasing intervals.
Auto-Correlation (d) focuses on the connections of sub-series among underlying periods.

Efficient computation For period-based dependencies, these dependencies point to processes at182

the same phase position of underlying periods and are inherently sparse. Here, we select the most183

possible τ to avoid picking the opposite phases. Thus, the complexity of Equation 6,7 is O(L logL).184

For the autocorrelation computation (Equation 5), given time series {Xt},RXX (τ) can be calculated185

by Fast Fourier Transforms (FFT) based on the Wiener–Khinchin theorem [36]:186

SXX (f) = F (Xt)F∗ (Xt) =
∫ ∞
−∞
Xte−i2πtfdt

∫ ∞
−∞
Xte−i2πtfdt

RXX (τ) = F−1 (SXX (f)) =
∫ ∞
−∞
SXX (f)ei2πfτdf,

(8)

where τ ∈ {1, · · · , L}, F denotes the FFT and F−1 is its inverse. ∗ denotes the conjugate operation187

and SXX (f) is in the frequency domain. Note that the series autocorrelation of all lags in {1, · · · , L}188

can be calculated at once by FFT. Thus, Auto-Correlation achieves the O(L logL) complexity.189

Auto-Correlation vs. self-attention family Different from the point-wise self-attention family,190

Auto-Correlation presents the series-wise connections (Figure 3). Concretely, for the temporal191

dependencies, we find the dependencies among sub-series based on the periodicity. In contrast,192

the self-attention family only calculates the relation between scattered points. Though some self-193

attentions [19, 40] consider the local information, they only utilize this to help point-wise depen-194

dencies discovery. For the information aggregation, we adopt the time delay block to aggregate the195

similar sub-series from underlying periods. In contrast, self-attentions aggregate the selected points196

by dot-product. Benefiting from the inherent sparsity and sub-series-level representation aggregation,197

Auto-Correlation can simultaneously benefit the computation efficiency and information utilization.198

4 Experiments199

We extensively evaluate the proposed Autoformer on six real-world benchmarks, covering five200

mainstream time series forecasting applications: energy, traffic, economics, weather and disease.201

Datasets Here is a description of the six experiment datasets: (1) ETT [40] dataset contains the data202

collected from electricity transformers, including load and oil temperature that are recorded every203

15 minutes between July 2016 and July 2018. (2) Electricity1 dataset contains the hourly electricity204

consumption of 321 customers from 2012 to 2014. (3) Exchange [18] records the daily exchange205

rates of eight different countries, including Australia, British, Canada, Switzerland, China, Japan,206

New Zealand and Singapore, ranging from 1990 to 2016. (4) Traffic2 is a collection of hourly data207

1https://archive.ics.uci.edu/ml/datasets/ElectricityLoadDiagrams20112014
2http://pems.dot.ca.gov
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Table 1: Quantitative results with different prediction lengths O ∈ {96, 192, 336, 720}. We set the
input length I as 24 for ILI and 96 for the others. A lower MSE or MAE indicates a better prediction.

Models Autoformer Informer[40] LogTrans[19] Reformer[16] LSTNet[18] LSTM[12] TCN[3]

Metric MSE MAE MSE MAE MSE MAE MSE MAE MSE MAE MSE MAE MSE MAE
E

T
T

96 0.194 0.284 0.343 0.444 0.768 0.642 0.658 0.619 3.142 1.365 2.041 1.073 3.041 1.330
192 0.261 0.323 0.533 0.563 0.989 0.757 1.078 0.827 3.154 1.369 2.249 1.112 3.072 1.339
336 0.351 0.384 1.363 0.887 1.334 0.872 1.549 0.972 3.160 1.369 2.568 1.238 3.105 1.348
720 0.491 0.470 3.379 1.388 3.048 1.328 2.631 1.242 3.171 1.368 2.720 1.287 3.135 1.354

E
le

ct
ri

ci
ty 96 0.197 0.312 0.274 0.368 0.258 0.357 0.312 0.402 0.680 0.645 0.375 0.437 0.985 0.813

192 0.208 0.321 0.296 0.386 0.266 0.368 0.348 0.433 0.725 0.676 0.442 0.473 0.996 0.821
336 0.213 0.328 0.300 0.394 0.280 0.380 0.350 0.433 0.828 0.727 0.439 0.473 1.000 0.824
720 0.245 0.352 0.373 0.439 0.283 0.376 0.340 0.420 0.957 0.811 0.980 0.814 1.438 0.784

E
xc

ha
ng

e 96 0.134 0.270 0.847 0.752 0.968 0.812 1.065 0.829 1.551 1.058 1.453 1.049 3.004 1.432
192 0.272 0.374 1.204 0.895 1.040 0.851 1.188 0.906 1.477 1.028 1.846 1.179 3.048 1.444
336 0.488 0.510 1.672 1.036 1.659 1.081 1.357 0.976 1.507 1.031 2.136 1.231 3.113 1.459
720 1.367 0.901 2.478 1.310 1.941 1.127 1.510 1.016 2.285 1.243 2.984 1.427 3.150 1.458

Tr
af

fic

96 0.609 0.376 0.719 0.391 0.684 0.384 0.732 0.423 1.107 0.685 0.843 0.453 1.438 0.784
192 0.637 0.377 0.696 0.379 0.685 0.390 0.733 0.420 1.157 0.706 0.847 0.453 1.463 0.794
336 0.634 0.394 0.777 0.420 0.733 0.408 0.742 0.420 1.216 0.730 0.853 0.455 1.479 0.799
720 0.646 0.390 0.864 0.472 0.717 0.396 0.755 0.423 1.481 0.805 1.500 0.805 1.499 0.804

W
ea

th
er 96 0.231 0.312 0.300 0.384 0.458 0.490 0.689 0.596 0.594 0.587 0.369 0.406 0.615 0.589

192 0.278 0.343 0.598 0.544 0.658 0.589 0.752 0.638 0.560 0.565 0.416 0.435 0.629 0.600
336 0.335 0.378 0.578 0.523 0.797 0.652 0.639 0.596 0.597 0.587 0.455 0.454 0.639 0.608
720 0.429 0.436 1.059 0.741 0.869 0.675 1.130 0.792 0.618 0.599 0.535 0.520 0.639 0.610

IL
I

24 3.825 1.345 4.388 1.360 4.322 1.381 4.366 1.382 6.026 1.770 5.914 1.734 6.624 1.830
36 3.319 1.216 4.651 1.391 4.186 1.332 4.446 1.389 5.340 1.668 6.631 1.845 6.858 1.879
48 2.854 1.122 4.581 1.419 4.476 1.411 4.572 1.436 6.080 1.787 6.736 1.857 6.968 1.892
60 3.227 1.232 4.583 1.432 4.766 1.477 4.743 1.478 5.548 1.720 6.870 1.879 7.127 1.918

from California Department of Transportation, which describes the road occupancy rates measured208

by different sensors on San Francisco Bay area freeways. (5) Weather3 is recorded every 10 minutes209

for 2020 whole year, which contains 21 meteorological indicators, such as air temperature, humidity,210

etc. (6) ILI4 includes the weekly recorded influenza-like illness (ILI) patients data from Centers for211

Disease Control and Prevention of the United States between 2002 and 2021, which describes the212

ratio of patients seen with ILI and the total number of the patients. We follow standard protocol and213

split all datasets into training, validation and test set in chronological order by the ratio of 7:1:2.214

Implementation details Our method is trained with the L2 loss, using the ADAM [15] optimizer215

with an initial learning rate of 10−4. And batch size is set to 32. The training process is stopped after216

5 epochs. All experiments are repeated three times, implemented in PyTorch [23] and conducted on a217

single NVIDIA TITAN RTX 24GB GPUs. The hyper-parameter c of time delay aggregation is set to218

3 for all experiments (supplementary materials). Autoformer contains 2 encoder layers and 1 decoder219

layer. We select three latest state-of-the-art transformer-based models: Informer [40], Reformer220

[16], LogTrans [19], two RNN-based models: LSTNet [18], LSTM [12] and CNN-based TCN [3] as221

our baselines. All the experiments are multivariate forecasting. The univariate experiments are in222

supplementary materials with more baselines, such as DeepAR [26], ARMIA [1] and Prophet [32].223

4.1 Main Results224

Quantitative results We evaluate our Autoformer with different prediction lengths: 96, 192, 336225

and 720 and the corresponding ratio of future and past OI are 1, 2, 3.5 and 7.5. It precisely meets226

the definition of long-term forecasting. As shown in Table 1, Autoformer achieves the consistent227

state-of-the-art performance in all benchmarks and all prediction length settings. Especially, under228

the input-96-predict-336 setting, compared to previous state-of-the-art results, Autoformer gives 74%229

(1.334→0.351) MSE improvement in ETT, 24% (0.280→0.213) in Electricity, 64% (1.357→0.488)230

3https://www.bgc-jena.mpg.de/wetter/
4https://gis.cdc.gov/grasp/fluview/fluportaldashboard.html
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in Exchange, 14% (0.733→0.634) in Traffic and 26% (0.455→0.335) in Weather. For the input-231

24-predict-60 setting of ILI, Autoformer makes 30% (4.583→3.227) MSE improvement. Overall,232

Autoformer yields a 38% averaged MSE improvement among above settings. Note that Autoformer233

still provides remarkable improvements in the Exchange dataset that is without obvious periodicity.234

See supplementary materials for detailed showcases. Besides, we can also find that the performance235

of Autoformer changes quite steadily as the prediction length O increases. It means that Autoformer236

retains better long-term robustness, which is meaningful for real-world applications, such as weather237

early warning and long-term energy consumption planning.238

Decomposition architecture With our proposed progressive decomposition architecture, other239

models can gain consistent promotion, especially as the prediction length O increases (Table 2). This240

verifies that our method can generalize to other models and release the capacity of other dependencies241

learning mechanisms, alleviate the distraction caused by intricate patterns. Besides, our architecture242

outperforms the pre-processing, although the latter employs a bigger model and more parameters.243

Especially, pre-decomposing may even bring negative effect because it neglects the interaction of244

components during long-term future, such as Transformer [34] predict-720, Informer [40] predict-336.245

Table 2: Ablation of decomposition in ETT dataset with MSE metric. Ours adopts our progressive
architecture into other models. Sep employs two models to forecast pre-decomposed seasonal and
trend-cyclical components separately. Promotion is the MSE improvement compared to Origin.

Input-96 Transformer[34] Informer[40] LogTrans[16] Reformer[19] Promotion

Predict-O Origin Sep Ours Origin Sep Ours Origin Sep Ours Origin Sep Ours Sep Ours

96 0.604 0.311 0.204 0.343 0.490 0.354 0.768 0.862 0.231 0.658 0.445 0.218 0.066 0.342
192 1.060 0.760 0.266 0.533 0.658 0.432 0.989 0.533 0.378 1.078 0.510 0.336 0.300 0.562
336 1.413 0.665 0.375 1.363 1.469 0.847 1.334 0.762 0.362 1.549 1.028 0.366 0.434 0.927
720 2.672 3.200 0.537 3.379 2.766 2.482 3.048 2.601 0.539 2.631 2.845 0.502 0.079 1.918

Auto-Correlation vs. self-attention family As shown in Table 3, our proposed Auto-Correlation246

achieves the best performance under various input-I-predict-O settings, which verifies the effective-247

ness of series-wise connections comparing to point-wise self-attentions (Figure 3). Furthermore, we248

can also observe that Auto-Correlation is memory efficiency from the last column of Table 3, which249

can be used in long sequence forecasting, such as input-336-predict-1440.250

Table 3: Comparison of Auto-Correlation and self-attention in ETT dataset. We replace the Auto-
Correlation in Autoformer with different self-attention modules. The “-” indicates the out-of-memory.

Input Length I 96 192 336

Prediction Length O 336 720 1440 336 720 1440 336 720 1440

Auto- MSE 0.351 0.491 0.575 0.387 0.462 0.747 0.418 0.544 0.890
Correlation MAE 0.384 0.470 0.527 0.414 0.461 0.603 0.453 0.522 0.691

Full MSE 0.375 0.537 0.667 0.450 0.702 0.951 0.462 0.647 -
Attention[34] MAE 0.425 0.502 0.589 0.470 0.570 0.704 0.485 0.578 -

LogSparse MSE 0.362 0.539 0.582 0.420 0.552 0.958 0.474 0.601 -
Attention[19] MAE 0.413 0.522 0.529 0.450 0.513 0.736 0.474 0.524 -

LSH MSE 0.366 0.502 0.663 0.407 0.636 1.069 0.442 0.615 -
Attention[16] MAE 0.404 0.475 0.567 0.421 0.571 0.756 0.476 0.532 -

ProbSparse MSE 0.847 2.482 1.501 0.482 0.996 1.756 0.479 0.684 1.168
Attention[40] MAE 0.654 1.065 0.894 0.482 0.716 0.938 0.495 0.597 0.773

4.2 Model Analysis251

Time series decomposition As shown in Figure 4, without our series decomposition block, the252

forecasting model cannot capture the increasing trend and peaks of the seasonal part. By adding the253

series decomposition blocks, Autoformer can aggregate and refine the trend-cyclical part from series254

progressively. This design also facilitates the learning of the seasonal part, especially the peaks and255

troughs. This verifies the necessity of our proposed progressive decomposition architecture.256
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Figure 4: Visualization of learned seasonal XMde and trend-cyclical T Mde of the last decoder layer. We
gradually add the decomposition blocks in decoder from left to right. This case is from ETT dataset
under input-96-predict-720 setting. For clearness, we add the linear growth to raw data additionally.

Dependencies learning The marked time delay sizes in Figure 5(a) indicate the most likely periods.257

Our learned periodicity can guide the model to aggregate the sub-series from the same or neighbor258

phase of periods by Roll(X , τi), i ∈ {1, · · · , 6}. For the last time step (declining stage), Auto-259

Correlation fully utilizes all similar sub-series without omissions or errors compared to self-attentions.260
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Figure 5: Visualization of learned dependencies. For clearness, we select the top-6 time delay sizes
τ1, · · · , τ6 of Auto-Correlation and mark them in raw series (red lines). For self-attentions, top-6
similar points with respect to the last time step (red stars) are also marked by orange points.

Efficiency analysis We compare the running memory and time among Auto-Correlation-based and261

self-attention-based models (Figure 6). The proposed Autoformer shows O(L logL) complexity in262

both memory and time and achieves better long-term sequences efficiency.263
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Figure 6: Efficiency Analysis. For memory, we replace Auto-Correlation with self-attention family in
Autoformer and record the memory with input 96. For running time, we run the Auto-Correlation or
self-attentions 103 times to get the execution time per step. The output length increases exponentially.

5 Conclusions264

This paper studies the long-term forecasting problem of time series, which is a pressing demand for265

real-world applications. However, the intricate temporal patterns prevent the model from learning266

reliable dependencies. We propose the Autoformer as a decomposition architecture by embedding267

the series decomposition block as an inner operator, which can progressively aggregate the long-268

term trend part from intermediate prediction. Besides, we design an efficient Auto-Correlation269

mechanism to conduct dependencies discovery and information aggregation at the series level, which270

contrasts clearly from the previous self-attention family. Autoformer can naturally achieveO(L logL)271

complexity and yield consistent state-of-the-art performance in extensive real-world datasets.272
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