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Abstract

Label noise and class imbalance are two major issues coexisting in real-world1

datasets. To alleviate the two issues, state-of-the-art methods reweight each in-2

stance by leveraging a small amount of clean and unbiased data. Yet, these methods3

overlook class-level information within each instance, which can be further utilized4

to improve performance. To this end, in this paper, we propose Generalized Data5

Weighting (GDW) to simultaneously mitigate label noise and class imbalance by6

manipulating gradients at the class level. To be specific, GDW unrolls the loss7

gradient to class-level gradients by the chain rule and reweights the flow of each8

gradient separately. In this way, GDW achieves remarkable performance improve-9

ment on both issues. Aside from the performance gain, GDW efficiently obtains10

class-level weights without introducing any extra computational cost compared11

with instance weighting methods. Specifically, GDW performs a gradient descent12

step on class-level weights, which only needs intermediate gradients. Extensive13

experiments in various settings verify the effectiveness of GDW. For example,14

GDW outperforms state-of-the-art methods by 2.56% under the 60% uniform noise15

setting in CIFAR10. Our code will be available upon acceptance.16

1 Introduction17

Real-world classification datasets often suffer from two issues, i.e., label noise [1] and class im-18

balance [2]. On the one hand, label noise often results from the limitation of data generation, e.g.,19

sensor errors [3] and mislabeling from crowdsourcing workers [4]. Label noise misleads the training20

process of DNNs and degrades the model performance in various aspects [5, 6, 7]. On the other hand,21

imbalanced datasets are either naturally long-tailed [8, 9] or biased from the real-world distribution22

due to imperfect data collection [10, 11]. Training with imbalanced datasets usually results in poor23

classification performance on weakly represented classes [12, 13, 14]. Even worse, these two issues24

often coexist in the real-world datasets [15].25

To prevent the model from memorizing noisy information, many important work have been proposed,26

including label smoothing [16], noise adaptation [17], importance weighting [18], GLC [19], and27

Co-teach [20]. Meanwhile, [12, 13, 14, 21] propose effective methods to tackle class imbalance.28

However, these methods inevitably introduce hyper-parameters (e.g., the weighting factor in [13] and29

the focusing parameter in [21]), raising the difficulty in the real-world deployment.30

Inspired by recent advances in meta-learning, some work [22, 23, 24, 25] propose to solve both31

issues by leveraging a clean and unbiased meta set. These methods treat instance weights as32

hyper-parameters and dynamically update these weights to circumvent hyper-parameter tuning.33

Specifically, MWNet [23] adopts a MLP with the instance loss as input and the instance weight as34

output. Due to the MLP, MWNet has better scalability on large datasets compared with INSW [24].35

Although these methods can handle label noise and class imbalance to some extent, they can-36
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not fully utilize class-level information within each instance, resulting in the potential loss of37

useful information. For example, in a three-class classification task, every instance has three38

logits. As shown in Figure 1, every logit corresponds to a class-level gradient flow due to the39

existence of the loss function. These gradient flows represent three kinds of information: "not40

cat", "dog", and "not bird". Instance weighting methods [23, 22] alleviate label noise by down-41

weighting all the gradient flows of the instance, which discards three kinds of information simul-42

taneously. Yet, downweighting the "not bird" gradient flow is a waste of information. Similarly,43

in class imbalance scenarios, different gradient flows represent different class-level information.44

Figure 1: Motivation for class-level weighting. For
a noisy instance (e.g. cat mislabeled as "dog"),
all gradient flows are downweighted by instance
weighting. Although the gradient flows for "dog"
and "not cat" contain harmful information, the gra-
dient flow for "not bird" is still valuable for train-
ing, which should not be downweighted.

Therefore, it is necessary to reweight instances45

at the class level for better information use.46

To this end, we propose Generalized Data47

Weighting (GDW) to tackle label noise and48

class imbalance by class-level gradient manipu-49

lation. Firstly, we introduce class-level weights50

to represent the importance of different gradient51

flows and then propose class-level weighting by52

gradient manipulation. Secondly, we impose53

a zero-mean constraint on class-level weights54

for stable training. Thirdly, to efficiently ob-55

tain class-level weights, we develop a two-stage56

weight generation scheme embedded in the bi-57

level optimization. Instance weighting meth-58

ods [22, 23, 24, 25] are special cases of GDW59

when class-level weights within any instance are60

the same. In this way, GDW achieves impressive61

performance improvement in various settings.62

To sum up, our contribution is two-fold:63

1. For better information utilization, we propose GDW, a generalized data weighting method,64

which better handles label noise and class imbalance. To the best of our knowledge, we are65

the first to propose class-level weighting on gradient flows.66

2. To obtain class-level weights efficiently, we design a two-stage scheme embedded in the67

bi-level optimization framework, which does not introduce any extra computational cost. To68

be specific, during the back-propagation we store intermediate gradients, with which we69

update class-level weights via a gradient descent step.70

2 Related work71

2.1 Traditional Methods for Label Noise72

Label noise is a common problem in classification tasks [5, 6, 7]. To avoid overfitting to label noise,73

[16] propose label smoothing to regularize the model. [17, 26] form different models to indicate the74

relation between noisy instances and clean instances. [18] estimate an importance weight for each75

instance to represent its value to the model. [20] train two models simultaneously and let them teach76

each other in every mini-batch. However, without a clean dataset, these methods cannot handle severe77

noise [22]. [19] correct the prediction of the model by estimating the label corruption matrix via a78

clean validation set, but this matrix is the same across all instances. Instead, our method generates79

dynamic class-level weights for every instance to improve training.80

2.2 Traditional Methods for Class Imbalance81

Many important work have been proposed to handle class imbalance [27, 28, 29, 21, 13, 12, 14, 30].82

[27, 30] propose to over-sample the minority class and under-sample the majority class. [28, 29] learn83

a class-dependent cost matrix to obtain robust representations for both majority and minority classes.84

[21, 13, 12, 14] design a reweighting scheme to rebalance the loss for each class. These methods are85

quite effective, whereas they need to manually choose loss functions or hyper-parameters. In contrast,86

meta-learning methods view instance weights as hyper-parameters and dynamically update them via87

a meta set to avoid hyper-parameter tuning.88
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Table 1: Related work comparison. "Noise" and "Imbalance" denote whether the method can
solve label noise and class imbalance. "Class-level" denotes whether the method utilizes class-level
information in each instance, and "Scalability" denotes whether the method can scale to large datasets.

Focal [21] Balanced [13] Co-teach [20] GLC [19] L2RW [22] INSW [24] MWNet [23] Soft-label [39] Gen-label [37] GDW

Noise # # ! ! ! ! ! ! ! !

Imbalance ! ! # # ! ! ! # # !

Class-level # # # # # # # ! ! !

Scalability ! ! ! ! ! # ! # # !

2.3 Meta-Learning Methods89

With recent development in meta-learning [31, 32, 33], many important methods have been proposed90

to handle label noise and class imbalance via a meta set [34, 35, 36, 23, 22, 25, 24, 37]. [36] propose91

MentorNet to provide a data-driven curriculum for the base network to focus on correct instances. To92

distill effective supervision, [38] estimate pseudo labels for noisy instances with a meta set. To provide93

dynamic regularization, [39, 37] treat labels as learnable parameters and adapt them to the model’s94

state. Although these methods can tackle label noise, they introduce huge amounts of learnable95

parameters and thus cannot scale to large datasets. To alleviate class imbalance, [34] describe a96

method to learn from long-tailed datasets. Specifically, [34] propose to encode meta-knowledge into97

a meta-network and model the tail classes by transfer learning.98

Furthermore, many meta-learning methods propose to mitigate the two issues by reweighting every99

instance [23, 22, 25, 40, 24]. [40] equip each instance and each class with a learnable parameter to100

govern their importance. By leveraging a meta set, [23, 22, 25, 24] learn instance weights and model101

parameters via bi-level optimization to tackle label noise and class imbalance. [22] assign weights102

to training instances only based on their gradient directions. Furthermore, [24] combine reinforce103

learning and meta-learning, and treats instance weights as rewards for optimization. Meanwhile,104

[23, 25] adopt a weighting network to output weights for instances and use bi-level optimization to105

jointly update the weighting network parameters and model parameters. Although these methods106

handle label noise and class imbalance by reweighting instances, a scalar weight for every instance107

cannot capture class-level information, as shown in Figure 1. Therefore, we introduce class-level108

weights for different gradient flows and adjust them to better utilize class-level information.109

We show the differences between GDW and other related methods in Table 1.110

3 Method111

3.1 Notations112

In most classification tasks, there is a training set Dtrain = {(xi, yi)}Ni=1 and a meta set Dmeta =113

{(xvi , yvi )}Mi=1. We aim to alleviate label noise and class imbalance in the Dtrain with the clean114

unbiased Dmeta. The model parameters are denoted as θ, and the number of classes is denoted as C.115

3.2 Class-level Weighting by Gradient Manipulation116

To utilize class-level information, we learn a class-level weight for every gradient flow instead of a117

scalar weight for all C gradient flows in [23]. Denote L as the loss of any instance. Applying the118

chain rule, we unroll the gradient of L w.r.t. θ as119

∇θL =
∂L
∂θ

=
∂L
∂l

∂l

∂θ

.
= D1D2, (1)

where l ∈ RC represents the predicted logit vector of the instance. We introduce class-level weights120

ω ∈ RC and denote the jth component of ω as the normal-font ωj . To indicate the importance of121

every gradient flow, we perform an element-wise product fω(·) on D1 withω. After this manipulation,122

the gradient becomes123

fω (∇θL)
.
=

(
ω ⊗ ∂L

∂l

)
∂l

∂θ
= (ω ⊗D1)D2

.
= D′1D2, (2)

where ⊗ denotes the element-wise product of two vectors. Note that ωj represents the importance of124

the jth gradient flow. Obviously, instance weighting is a special case of GDW when elements of ω125

3



are the same. Most classification tasks [41, 42, 43] adopt the Softmax-CrossEntropy loss. In this case,126

we have D1 = p− y, where p ∈ RC denotes the probability vector output by softmax and y ∈ RC127

denotes the one-hot label of the instance.128

As shown in Figure 1, for a noisy instance (e.g., cat mislabeled as "dog"), instance weighting methods129

assign a low scalar weight to all gradient flows of the instance. Instead, GDW assigns class-level130

weights to different gradient flows by leveraging the meta set. Specifically, GDW tries to downweight131

the gradient flows for "dog" and "not cat", and upweight the gradient flow for "not bird". Similarly, in132

imbalance settings, different gradient flows have different class-level information. Thus GDW can133

also better handle class imbalance by adjusting the importance of different gradient flows.134

3.3 Zero-mean Constraint on Class-level Weights135

To retain the Softmax-CrossEntropy loss structure after the manipulation, we impose a zero-mean136

constraint on D′1. To be specific, we analyze the jth element of D′1 (see Appendix A for details):137

ωj(pj − yj) =ωt
(
p′j − yj

)
+

(∑
k

ωkpk − ωt

)
p′j . (3)

where p′j
.
=

ωjpj∑
k ωkpk

is the weighted probability, and ωt denotes the class-level weight at the target138

(label) position. We observe that the first term in Eq. 3 satisfies the structure of the gradient of the139

Softmax-CrossEntropy loss, and thus propose to eliminate the second term which messes the structure.140

Specifically, we let141 ∑
k

ωkpk − ωt = 0⇒ ωt =

∑
j 6=l ωjpj

1− pt
, (4)

where pt is the probability of the target class. Note that
∑
j ωjyj = ωt, and thus we have142 ∑

j

ωj(pj − yj) = 0. (5)

This restricts the mean of D′1 to be zero. Therefore, we name this constraint as zero-mean constraint.143

With this, we have144

D′1 = ωt (p
′ − y) . (6)

Eq. 6 indicates that ω adjust the gradients in two levels, i.e., instance level and class level. To be145

specific, ωt acts as the instance-level weight in previous instance weighting methods [23, 22, 24, 25].146

Class-level weights manipulate gradient flows by adjusting the probability from p to p′.147

3.4 Efficient Two-stage Weight Generation Embedded in Bi-level Optimization148

In this subsection, we first illustrate the three-step bi-level optimization framework in [23]. Further-149

more, we embed a two-stage scheme in the bi-level optimization framework to efficiently obtain150

class-level weights, with which we manipulate gradient flows and optimize model parameters.151

Three-step Bi-level Optimization. Generally, the goal of classification tasks is to obtain the optimal152

model parameters θ∗ by minimizing the average loss on Dtrain, denoted as 1
N

∑N
i=1 ltrain(xi, yi;θ).153

As an instance weighting method, [23] adopt a three-layer MLP parameterized by φ as the weighting154

network and take the loss of the ith instance as input and output a scalar weight ωi. Then θ∗ is155

optimized by minimizing the instance-level weighted training loss:156

θ∗(φ) = argmin
θ

1

N

N∑
i=1

ωi(φ)ltrain(xi, yi;θ) (7)

To obtain the optimal ωi, they propose to use a meta set as meta-knowledge and minimize the157

meta-loss to obtain φ∗:158

φ∗ = argmin
φ

1

M

M∑
i=1

lval(x
v
i , y

v
i ;θ
∗(φ)) (8)

Since the optimization for θ∗(φ) and φ∗ is nested, they adopt an online strategy to update θ and φ159

with a three-step optimization loop for efficiency. Denote the two sets of parameters at the τ th loop160

as θτ and φτ respectively, and then the three-step loop is formulated as:161
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Figure 2: Two-stage Weight Generation. "BP" denotes the back-propagation in Step 2 of the bi-level
optimization framework. g denotes the intermediate gradients w.r.t. ω. 	 denotes the minus operator.
Note that ω is the first-stage (instance-level) weight and ω′ is the second-stage (class-level) weight.

Step 1 Update θτ−1 to θ̂τ (φ) via an SGD step on a mini-batch training set by Eq. 7.162

Step 2 With θ̂τ (φ), update φτ−1 to φτ via an SGD step on a mini-batch meta set by Eq. 8.163

Step 3 With φτ , update θτ−1 to θτ via an SGD step on the same mini-batch training set by Eq. 7.164

Instance weights in Step 3 are better than those in Step 1, and thus are used to update θτ−1.165

Two-stage Weight Generation. To guarantee scalability, we apply the same weighting network in166

[23] to obtain weights. To efficiently train φ and θ, we also adopt the three-step bi-level optimization167

framework. Moreover, we propose an efficient two-stage scheme embedded in Step 1-3 to generate168

class-level weights. This process does not introduce any extra computational cost compared to169

MWNet. We keep the notations of θτ and φτ unchanged.170

The first stage is embedded in Step 1. Specifically, we obtain the first-stage class-level weights171

ωi = ωi1, by cloning the output of the weighting network for C times. Then we leverage the cloned172

weights ωi to manipulate gradients and update θ with a mini-batch of training instances:173

θ̂τ (φτ−1)← θτ−1 − ηθ
1

n

n∑
i=1

fωi(φτ−1) (∇θltrain(xi, yi;θτ−1)) (9)

where n is the mini-batch size, ηθ is the learning rate of θ, and fωi(φτ−1)(·) is the gradient manipula-174

tion operation defined in Eq. 2.175

The second stage is embedded in Step 2 and Step 3. Specifically in Step 2, GDW optimizes φ with176

a mini-batch meta set:177

φτ ← φτ−1 − ηφ
1

m

m∑
i=1

∇φτ−1
lmeta(x

v
i , y

v
i ; θ̂τ (φτ−1)) (10)

where m is the mini-batch size and ηφ is the learning rate of φ. During the back-propagation in178

updating φτ , GDW generates the second-stage weights using the intermediate gradients gi on ωi. To179

be specific,180

ω′i = ωi − ηωgi (11)
Then we impose the zero-mean constraint proposed in Section 3.3 on ω′i, which is later used in181

Step 3 to update θτ−1. Note that the two-stage weight generation scheme does not introduce any182

extra computational cost compared to MWNet because this generation process only utilizes the183

intermediate gradients during the back-propagation. In Step 3, we use ω′i to manipulate gradients184

and update the model parameters θτ−1:185

θτ ← θτ−1 − ηθ
1

n

n∑
i=1

fω′i (∇θltrain(xi, yi;θτ−1)) (12)

The only difference between Step 1 and Step 3 is that we use ω′i instead of the cloned output of186

the weighting network ωi to optimize θ. Since we only introduce φ as extra learnable parameters,187

GDW can scale to large datasets. We summarize GDW in Algorithm 1. Moreover, we visualize the188

two-stage weight generation process in Figure 2 for better demonstration.189

4 Experiments190

We conduct extensive experiments on classification tasks to examine the performance of GDW.191

We compare GDW with other methods in the label noise setting and class imbalance setting in192
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Algorithm 1 Generalized Data Weighting via Class-Level Gradients Manipulation
Input: Training set: Dtrain, Meta set: Dmeta, batch size n,m, # of iterations T
Initial model parameters: θ0, initial weighting network parameters: φ0

Output: Trained model: θT
1 for τ ← 1 to T do
2 {xi, yi}ni=1 ← SampleFrom(Dtrain)
3 {xvi , yvi }mi=1 ← SampleFrom(Dmeta)
4 Generate ωi from Li via the weighting network parameterized by φτ−1
5 Manipulate gradients by Eq. 2 and update θ̂τ by Eq. 9
6 Update φτ by Eq. 10;
7 Update ωi to ω′i by Eq. 11 and constrain ω′i by Eq. 4
8 Manipulate gradients with ω′i by Eq. 2 and update θτ by Eq. 12

Table 2: Test accuracy on CIFAR10 and CIFAR100 with different uniform noise ratios.
Dataset CIFAR10 CIFAR100

0% 40% 60% 0% 40% 60%
BaseModel 92.73± 0.37 84.38± 0.32 77.92± 0.29 70.42± 0.54 57.28± 0.80 46.86± 1.54
Fine-tuning 92.77± 0.37 84.73± 0.47 78.41± 0.31 70.52± 0.57 57.38± 0.87 47.06± 1.47

Co-teach 91.54± 0.39 85.26± 0.56 78.90± 6.64 68.33± 0.13 59.58± 0.83 37.74± 2.60
GLC 90.85± 0.22 86.12± 0.54 81.55± 0.60 65.05± 0.59 56.99± 0.82 41.74± 1.98

L2RW 89.70± 0.50 84.66± 1.21 79.98± 1.18 63.40± 1.31 47.06± 4.84 36.02± 2.17
INSW 92.70± 0.57 84.88± 0.64 78.77± 0.82 70.52± 0.39 57.11± 0.66 48.00± 1.16

MWNet 92.95 ± 0.33 86.46± 0.31 81.14± 0.94 70.64± 0.31 58.37± 0.33 50.21± 2.98
Soft-label 92.63± 0.27 86.52± 0.10 80.94± 0.25 70.50± 0.44 57.48± 0.43 48.18± 0.89
Gen-label 92.56± 0.56 84.68± 0.57 78.32± 0.94 70.46± 0.37 57.86± 0.50 48.08± 0.98

GDW 92.94 ± 0.15 88.14 ± 0.35 84.11 ± 0.21 70.65 ± 0.52 59.82 ± 1.62 53.33 ± 3.70

Section 4.1 and Section 4.2, respectively. Furthermore, we conduct experiments on the real-world193

dataset Clothing1M [4] in Section 4.3.194

4.1 Label Noise Setting195

Setup. Following [23], we study two settings of label noise: a) Uniform noise: every instance’s196

label uniformly flips to other class labels with probability p; b) Flip noise: each class randomly197

flips to another class with probability p. Note that the probability p represents the noise ratio. We198

randomly select 100 clean images per class from CIFAR10 [44] as the meta set (1000 images in total).199

Similarly, we select a total of 1000 images from CIFAR100 as its meta set. We use ResNet-32 [45]200

as the classifier model.201

Comparison methods. We mainly compare GDW with meta-learning methods: 1) L2RW [22]:202

assign weights to instances based on gradient directions; 2) INSW [24]: derive instance weights203

adaptively from the meta set; 3) MWNet [23]; 4) Soft-label [39]: learn a label smoothing parameter204

for every instance; 5) Gen-label [37]: generate a meta-soft-label for every instance. We also compare205

some traditional methods: 6) BaseModel: train ResNet-32 on the noisy training set; 7) Fine-tuning:206

use the meta set to fine-tune the trained model in BaseModel; 8) Co-teach [20]; 9) GLC [19].207

Training. Most of our training settings follow [23] and we use the cosine learning rate decay208

schedule [46] for a total of 80 epochs for all methods. See Appendix B for details.209

Analysis. For all experiments, we report the mean and standard deviation over 5 runs in Table 2 and210

Table 3, where the best results are in bold and the second-best results are marked by underlines. First,211

we can observe that GDW outperforms nearly all the competing methods in all noise settings except212

for the 40% flip noise setting. Under this setting, GLC estimates the label corruption matrix well213

and thus performs the best, whereas the flip noise assumption scarcely holds in real-world scenarios.214

Note that GLC also performs much better than MWNet under the 40% flip noise setting as reported215

in [23]. Besides, under all noise settings, GDW has a consistent performance gain compared with216

MWNet, which aligns with our motivation in Figure 1. Furthermore, as the ratio increases from 40%217

to 60% in the uniform noise setting, the gap between GDW and MWNet increases from 1.68% to218

2.97% in CIFAR10 and 1.45% to 3.12% in CIFAR100. Even under 60% uniform noise, GDW still219
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Table 3: Test accuracy on CIFAR10 and CIFAR100 with different flip noise ratios.
Dataset CIFAR10 CIFAR100

0% 20% 40% 0% 20% 40%
BaseModel 92.73± 0.37 90.14± 0.35 81.20± 0.93 70.42± 0.54 64.96± 0.16 49.83± 0.82
Fine-tuning 92.77± 0.37 90.15± 0.36 81.53± 0.96 70.52± 0.57 65.02± 0.22 50.23± 0.71

Co-teach 91.54± 0.39 89.27± 0.24 69.77± 3.97 68.33± 0.13 62.96± 0.73 42.54± 1.68
GLC 90.85± 0.22 90.22± 0.13 89.74 ± 0.19 65.05± 0.59 64.11± 0.40 63.11 ± 0.93

L2RW 89.70± 0.50 88.21± 0.49 82.90± 1.27 63.40± 1.31 55.27± 2.27 45.41± 2.53
INSW 92.70± 0.57 89.90± 0.45 80.09± 2.00 70.52± 0.39 65.32± 0.27 50.13± 0.39

MWNet 92.95 ± 0.33 89.93± 0.17 85.55± 0.82 70.64± 0.31 64.72± 0.68 50.62± 0.46
Soft-label 92.63± 0.27 90.17± 0.47 85.52± 0.78 70.50± 0.44 65.20± 0.45 50.97± 0.41
Gen-label 92.56± 0.56 90.18± 0.13 80.93± 1.29 70.46± 0.37 64.94± 0.53 49.93± 0.55

GDW 92.94 ± 0.15 91.05 ± 0.26 87.70± 0.37 70.65 ± 0.52 65.41 ± 0.75 52.44± 0.79

Figure 3: Class-level target weight (ωt) distri-
bution on CIFAR10 under 40% uniform noise.
ωt of most clean instances are larger than that
of most noisy instances, which means ωt can
differentiate between clean and noisy instances.

Figure 4: The change of class-level weights in
an iteration for a noisy instance (cat mislabeled
as "dog"). MWNet downweights all gradient
flows. In contrast, GDW upweights the "not
bird" gradient flow for better information use.

has low test errors in both datasets and achieves more than 3% gain in CIFAR10 and 6% gain in220

CIFAR100 compared with the second-best method. Last but not least, GDW outperforms Soft-label221

and Gen-label in all settings. One possible reason is that manipulating gradient flows is a more direct222

way to capture class-level information than learning labels.223

In Figure 3, we show the distribution of class-level target weight (ωt) on clean and noisy instances in224

one epoch. We observe that ωt of most clean instances are larger than that of most noisy instances,225

which indicates that ωt can distinguish between clean instances and noisy instances. This is consistent226

with Eq. 3 that ωt serves as the instance weight.227

To better understand the changing trend of non-target class-level weights, we visualize the ratio of228

increased weights in one epoch in Figure 5. Specifically, there are three categories: non-target weights229

on clean instances (wcnt), true target weights on noisy instances (wntt) and non-target (excluding true230

targets) weights on noisy instances (wnnt). Note that in Figure 1, ωntt represents the importance of231

the "not cat" gradient flow and ωnnt represents the importance of the "not bird" gradient flow. If the232

cat image in Figure 1 is correctly labeled as "cat", then the two non-target weights ωcnt are used to233

represent the importance of the "not dog" and the "not bird" gradient flows, respectively. In one234

epoch, we calculate the ratios of the number of increased wcnt, w
n
tt and wnnt to the number of all235

corresponding weights. wcnt and wnnt are expected to increase since their gradient flows contain236

valuable information, whereas wntt is expected to decrease because the "not cat" gradient flow contains237

harmful information. Figure 5 aligns perfectly with our expectation. Note that the lines of wcnt and238

wnnt nearly coincide with each other and fluctuate around 65%. This means non-target weights on239

clean instances and noisy instances share the same changing pattern, i.e., around 65% of wcnt and240

wnnt increase. Besides, less than 20% of wntt increase and thus more than 80% decrease, which means241

the gradient flows of wntt contain much harmful information.242

In Figure 4, we show the change of class-level weights in an iteration for a noisy instance, i.e., a cat243

image mislabeled as "dog". The gradient flows of "not cat" and "dog" contain harmful information244

and thus are downweighted by GDW. In addition, GDW upweights the valuable "not bird" gradient245
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Figure 5: Ratio trend of the number of increased
wcnt, w

n
tt, and wnnt. Around 65% of wcnt and

wnnt increase since they contain useful informa-
tion. Besides, less than 20% of wntt increase and
thus more than 80% of wntt decrease since they
contain harmful information.

Figure 6: Ratio trend of the number of increased
ω8 on C9 instances. Less than 10% of ω8 in-
crease and thus more than 90% decrease. A
small ω8 strikes a balance between two kinds of
information: "C8" and "not C8", which better
handles class imbalance.

Table 4: Test accuracy on the long-tailed CIFAR10 and CIFAR100 with different imbalance ratios.
Dataset CIFAR10 CIFAR100

µ = 1 µ = 0.1 µ = 0.01 µ = 1 µ = 0.1 µ = 0.01
BaseModel 92.73± 0.37 85.93± 0.57 69.77± 1.13 70.42± 0.54 56.25± 0.49 37.79± 0.82
Fine-tuning 92.77± 0.37 82.60± 0.49 59.76± 1.00 70.52± 0.57 55.95± 0.50 37.10± 0.87

Focal 91.68± 0.49 84.57± 0.83 65.78± 4.02 68.48± 0.38 55.02± 0.51 37.43± 1.00
Balanced 92.80± 0.47 86.05± 0.46 63.63± 3.60 70.56± 0.56 55.02± 0.80 27.60± 1.39

L2RW 89.70± 0.50 79.11± 3.40 51.15± 7.13 63.40± 1.31 46.28± 4.51 25.86± 5.78
INSW 92.70± 0.57 86.31± 0.28 70.27± 0.24 70.52± 0.39 55.94± 0.51 37.67± 0.59

MWNet 92.95 ± 0.33 86.17± 0.75 62.70± 1.76 70.64± 0.31 56.49± 1.52 37.83± 0.86
GDW 92.94 ± 0.15 86.77 ± 0.55 71.31 ± 1.03 70.65 ± 0.52 56.78 ± 0.52 37.94 ± 1.58

flow from 0.45 to 0.63. By contrast, unable to capture class-level information, MWNet downweights246

all gradient flows from 0.45 to 0.43, which leads to information loss on the "not bird" gradient flow.247

Training without the zero-mean constraint. We have also tried training without the zero-mean248

constraint in Section 3.3 and got poor results. Denote the true target as tt and one of the non-target249

labels as nt (nt 6= tt). Note that the gradient can be unrolled as (see Appendix C for details):250

∂L
∂θ

= ωt
∑
j

(
p′j − yj

) ∂lj
∂θ

+

(∑
k

ωkpk − ωt

)∑
j

p′j
∂lj
∂θ

. (13)

If
∑
k ωkpk − ωt is positive and the learning rate is small enough, (

∑
k ωkpk − ωt) p′tt

∂ltt
∂θ con-251

tributes to the decrease of the true target logit ltt after a gradient descent step. If negative,252

(
∑
k ωkpk − ωt) p′nt

∂lnt
∂θ contributes to the increase of the non-target logit lnt. Therefore, with-253

out the zero-mean constraint, the second term in Eq. 13 may hurt the performance of the model254

regardless of the sign of
∑
k ωkpk − ωt. Similarly, training without the constraint results in poor255

performance in other settings. Hence we omit those results in the following subsections.256

4.2 Class Imbalance Setting257

Setup and comparison methods. The imbalance factor µ ∈ (0, 1) of a dataset is defined as the258

number of instances in the largest class divided by that of the smallest [23]. Long-Tailed CIFAR259

[44] are created by reducing the number of training instances per class according to an exponential260

function n = niµ
i/(C−1), where i is the class index (0-indexed) and ni is the original number of261

training instances. Comparison methods include: 1) L2RW [22]; 2) INSW [24]; 3) MWNet [23];262

4) BaseModel; 5) Fine-tuning; 6) Balanced [13]; 7) Focal [21].263
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Table 5: Test accuracy on Clothing1M
Method BaseModel Fine-tuning Co-teach GLC L2RW INSW MWNet Soft-label Gen-label GDW

Accuracy(%) 65.02 67.68 68.13 68.60 68.80 68.25 68.46 68.69 67.64 69.39

Analysis. As shown in Table 4, GDW performs best in nearly all settings and exceeds MWNet264

by 8.6% when the imbalance ratio µ is 0.01 in CIFAR10. Besides, INSW achieves competitive265

performance at the cost of introducing a huge amount of learnable parameters (equal to the training266

dataset size N ). Furthermore, we find that BaseModel achieves competitive performance, but fine-267

tuning on the meta set hurts the model’s performance. We have tried different learning rates from268

10−7 to 10−1 for fine-tuning, but the results are similar. One explanation is that the balanced meta set269

worsens the model learned from the imbalanced training set. These results align with the experimental270

results in [24] which also deals with class imbalance.271

Denote the smallest class as C9 and the second smallest class as C8 in Long-Tailed CIFAR10 with272

µ = 0.1. Recall ωj denotes the jth class-level weight. For all C9 instances in an epoch, we calculate273

the ratio of the number of increased ω8 to the number of all ω8, and then visualize the ratio trend in274

Figure 6. Since C9 is the smallest class, instance weighting methods upweight both ω8 and ω9 on a275

C9 instance. Yet in Figure 6, less than 10% of ω8 increase and thus more than 90% decrease. This276

can be explained as follows. There are two kinds of information in the long-tailed dataset regarded to277

C8: "C8" and "not C8". Since C8 belongs to the minority class, the dataset is biased towards the278

"not C8" information. Because ω8 represents the importance of "not C8", a smaller ω8 weakens the279

"not C8" information. As a result, decreased ω8 achieves a balance between two kinds of information:280

"C8" and "not C8", thus better handling class imbalance at the class level.281

4.3 Real-world Setting282

Setup and training. The Clothing1M dataset contains one million images from fourteen classes283

collected from the web [4]. Labels are constructed from surrounding texts of images and thus284

contain some errors. We use the ResNet-18 model pre-trained on ImageNet [47] as the classifier.285

The comparison methods are the same as those in the label noise setting since the main issue of286

Clothing1M is label noise [4]. All methods are trained for 5 epochs via SGD with a 0.9 momentum,287

a 10−3 initial learning rate, a 10−3 weight decay, and a 128 batchsize. See Appendix D for details.288

Analysis. As shown in Table 5, GDW achieves the best performance among all the comparison289

methods and outperforms MWNet by 0.93%. In contrast to unsatisfying results in previous settings,290

L2RW performs quite well in this setting. One possible explanation is that, compared with INSW291

and MWNet which update weights iteratively, L2RW obtains instance weights only based on current292

gradients. As a result, L2RW can more quickly adapt to the model’s state, but meanwhile suffers293

from unstable weights [23]. In previous settings, we train models from scratch, which need stable294

weights to stablize training. Therefore, INSW and MWNet generally achieve better performance295

than L2RW. Whereas in this setting, we use the pre-trained ResNet-18 model which is already stable296

enough. Thus L2RW performs better than INSW and MWNet.297

5 Conclusion298

Many instance weighting methods have recently been proposed to tackle label noise and class299

imbalance, but they cannot capture class-level information. For better information use when handling300

the two issues, we propose GDW to generalize data weighting from instance level to class level by301

reweighting gradient flows. Besides, to efficiently obtain class-level weights, we design a two-stage302

weight generation scheme embedded in the three-step bi-level optimization framework. To be specific,303

this scheme leverages intermediate gradients to update class-level weights via a gradient descent step.304

In this way, GDW achieves remarkable performance improvement in various settings.305
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