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Abstract
We present Theseus, an efficient application-agnostic open source library for differ-1

entiable nonlinear least squares (DNLS) optimization built on PyTorch, providing2

a common framework for end-to-end structured learning in robotics and vision.3

Existing DNLS implementations are application specific and do not always incor-4

porate many ingredients important for efficiency. Theseus is application-agnostic,5

as we illustrate with several example applications that are built using the same6

underlying differentiable components, such as second-order optimizers, standard7

costs functions, and Lie groups. For efficiency, Theseus incorporates support for8

sparse solvers, automatic vectorization, batching, GPU acceleration, and gradient9

computation with implicit differentiation and direct loss minimization. We do10

extensive performance evaluation in a set of applications, demonstrating significant11

efficiency gains and better scalability when these features are incorporated.12

1 Introduction13

Reconciling traditional approaches with deep learning to leverage their complementary strengths is14

a common thread in a large body of recent work in robotics. In particular, an emerging trend is to15

differentiate through nonlinear least squares [1] which is a second-order optimization formulation at16

the heart of many problems in robotics [2–7] and vision [8–13]. Optimization layers as inductive17

priors in neural models have been explored in machine learning with convex optimization [14, 15]18

and in meta learning with gradient descent [16, 17] based first-order optimization.19

Differentiable nonlinear least squares provides a general scheme to encode inductive priors, as20

the objective function can be partly parameterized by neural models and partly with engineered21

domain-specific differentiable models. Here, input tensors define a sum of weighted squares objective22

function and output tensors are minima of that objective. In contrast, typical neural layers take input23

tensors through a linear transformation and some element-wise nonlinear activation function.24

The ability to compute gradients end-to-end is retained by differentiating through the optimizer which25

allows neural models to train on the final task loss, while also taking advantage of priors captured26

by the optimizer. The flexibility of such a scheme has led to promising state-of-the-art results in a27

wide range of applications such as structure from motion [18], motion planning [19], SLAM [20, 21],28

bundle adjustment [22], state estimation [23], image alignment [24] with many other applications like29

manipulation and tactile sensing [25, 26], control [27], human pose tracking [28, 29] to be explored.30

However, existing implementations from above are application specific, common underlying tools31

like optimizers get reimplemented, and features like sparse solvers, batching, and GPU support that32

impact efficiency are not always included. This has led to a fragmented literature where it is difficult33

to start working on a new idea or to build on the progress of prior work.34

To address this gap, we present Theseus, an open source library for differentiable nonlinear least35

squares optimization built on PyTorch. Theseus provides an efficient application-agnostic interface36

that consolidates recent efforts and catalyzes future progress in the domain of structured end-to-end37

learning for robotics and vision. Our contributions are summarized below.38
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Application agnostic interface. Our implementation provides an easy to use interface to build39

custom optimization layers and plug them into any neural architecture. (i) The layer can be constructed40

from a set of available second-order optimizers like Gauss-Newton and Levenberg–Marquardt and41

a nonlinear least squares objective. (ii) The objective can be constructed with learnable or hand-42

specified cost functions, either by applying one of many common costs already provided in the library,43

or by building custom costs in-place with support for automatic differentiation through PyTorch [30].44

(iii) We also provide differentiable Lie groups for representing 2D/3D positions and rotations [31],45

and differentiable kinematics wrapping over an existing library [32] for representing robot models.46

More details are described in Sec. 3.47

Efficiency based design. Efficiency is a central design consideration and we make several advance-48

ments in improving computation times and memory consumption. (i) As common in prior work, an49

optimizer implementation using PyTorch’s native linear solver would use a dense representation for50

solving the linear system within the nonlinear optimization. In practice, these optimization problems51

often have a considerable amount of sparsity that can be exploited [33–36]. In Theseus, we imple-52

ment sparse linear solvers that are differentiable end-to-end and make them efficient with custom53

CPU and CUDA backends to support batching and GPU acceleration. (ii) Beyond sparse solvers, we54

extend batching and GPU support to all features in the library and add automatic vectorization of cost55

functions and other operations to significantly boost efficiency. (iii) Finally, we introduce implicit56

differentiation [37] and direct loss minimization [38, 39], which have been previously applied to only57

first order optimizers like gradient descent and convex optimization, to a new class of second-order58

optimizers. This goes beyond prior work with nonlinear least squares that currently only support59

differentiation with standard unrolling, which is known to have challenges with compute, memory,60

and vanishing gradients. More details are described in Sec. 4.61

Highlights of results. Together, the application-agnostic features let users easily set up a variety of62

problems like pose graph optimization, tactile state estimation, bundle adjustment, motion planning,63

and homography estimation, all of which are included as examples in the open source code and64

described in Sec. 3.1. In evaluations, we find that on a standard GPU, Theseus with a sparse solver is65

much faster and requires significantly less memory than a dense solver, and when solving a batch of66

large problems the forward pass of Theseus is up to 4x faster than state-of-the-art C++ based solver67

Ceres that has limited GPU support and does not support batching and end-to-end learning. We also68

compare all backward modes to find that with increasing number of optimization iterations, compute69

and memory increases linearly for unrolling and stays constant for implicit differentiation, while the70

latter also provides better gradients. More details are described in Sec. 5.71

2 Background and related work72

Nonlinear least squares (NLS) is an optimization problem [1] that finds optimization variables ✓73

✓
? = argmin

✓
S(✓), S(✓) = 1

2

P
i
||ri(✓i)||2 = 1

2

P
i
||wici(✓i)||2 (1)

where the objective S(✓) is a sum of squared vector-valued residual terms ri, each a function of ✓i 2 ✓,74

a subset of the optimization variables ✓ = {✓j}. Any variable ✓j is a manifold object, for example75

a Euclidean vector or a matrix Lie group. For flexibility, we represent a residual ri(✓i) = wici(✓i)76

as a product of a matrix weight wi and vector cost ci. Robotics and vision have used this general77

optimization formulation to tackle many applications [3, 4]. For example, costs capture sensor78

measurement errors and physical constraints to optimize camera, robot, object, or human poses in79

estimation and tracking problems like simultaneous localization and mapping (SLAM) [40], structure80

from motion [13], bundle adjustment [8], visual inertial odometry [2], articulated tracking [12],81

contact odometry in legged locomotion [25], 3D pose and shape reconstruction of humans [28, 29] or82

objects [10]. Similarly, costs can also capture constraints and desired future goals to find robot states83

or actions in motion planning [5], dynamics [6], and control [27] problems.84

Solving NLS. Problems represented by Eq. (1) are solved by iteratively linearizing the nonlinear85

objective around the current variables to get the linear system (
P

i
J
>
i
Ji)�✓ = (

P
i
J
>
i
ri), then86

solving the linear system to find the update �✓, and finally updating the variables ✓  ✓ � �✓, until87

convergence. Note that in the update the minus operation is more generally a retraction mapping for88

non-Euclidean variables. In the linear system, Ji = [@ri/@✓i] are the Jacobians of residuals with89

respect to the variables and the iterative method above, called Gauss-Newton (GN), is a nonlinear90

optimizer that is second-order, since H = (
P

i
J
>
i
Ji) represents the approximate Hessian. To91

improve robustness and convergence, variations like Levenberg–Marquardt (LM) damp the linear92

system, while others use a trust region and adjust step size for the update with line search (e.g.,93
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Dogleg). Please refer to [1, 41] for an in depth exploration. In most applications discussed above the94

objective structure gives rise to a sparse Hessian since not all costs depend on all variables. Several95

general purpose frameworks [33–36] have been built that leverage this sparsity property to efficiently96

solve the sparse linear system in every iteration of the nonlinear optimization. While these framework97

were not built for deep learning, they are highly efficient and performant on CPU.98

NLS with learning. Data driven learning has been explored to address challenges in hand crafting99

costs or features for costs, finding weights to balance different costs, or to find initializations that lead100

to better convergence. Some examples include, learning object shape code [42] or environment depth101

code [43] for SLAM [44], learning motion priors for planning to manipulate articulated objects [45],102

learning relative pose from tactile images to estimate object state during pushing [26], and semantic103

2D segmentation fused in 3D mesh for semantic SLAM [7]. These approaches only train features on104

a surrogate or intermediate loss and then apply optimization at inference where the true downstream105

task loss is available but not utilized. To take full advantage of end-to-end learning, latest approaches106

thus are redesigning the optimization to be differentiable.107

Differentiable NLS (DNLS) solves the optimization in Eq. (1) and also provides gradients of the108

solution ✓
? with respect to any upstream neural model parameters � that parameterize the objective109

S(✓;�) and in turn any costs ci(✓i;�), weights wi(�), or initialization for variables ✓init(�). The110

goal is to learn these parameters � end-to-end with a downstream learning objective L defined as a111

function of ✓?. This results in a bilevel optimization setup112

inner loop: ✓?(�) = argmin
✓
S(✓;�), outer loop: � = argmin

�
L(✓⇤(�)) (2)

where the inner loop is second-order DNLS and the outer loop is first-order gradient descent class113

of optimization that is standard in deep learning. The outer loop performs update �  � + ��114

by computing �� using gradients @✓?/@� through inner loop DNLS. Note that more generally the115

learning objective i.e. outer loss L can also depend on other quantities like neural model parameters116

downstream of ✓⇤, but we omit them here for clarity.117

Recent works with DNLS have outperformed optimization only or learning only methods by com-118

bining the strengths of classical methods with deep learning. For example, learning features for119

costs to represent depth in bundle adjustment [22] and monocular stereo [46] where an initialization120

network also learns to predict depth and pose, learning cost weights like motion model weights in121

video to depth estimation [18], obstacle avoidance weights in 2D motion planning from occupancy im-122

ages [19], learning robust loss weights in image alignment [24] and state-of-the-art dense SLAM [21],123

and confidence weights for feature matching to optimize camera pose [47]. Other works like, [20]124

backpropagate reconstruction error to sensor model in a SLAM system, [48] solves large scale bundle125

adjustment on a GPU, and learn sensor and dynamics models for 2D visual object tracking and visual126

odometry [23]. These implementations however, are application specific which has led repeated127

work in building DNLS where features like learnable costs and weights, Lie groups, and kinematics128

are not always present. Additionally, features that have a significant impact on performance, like129

sparsity and vectorization of costs are only considered by some [23, 48, 49] or in the case of implicit130

differentiation for second-order optimization, have not yet been explored.131

3 Application agnostic interface132

Given the lack of a common and efficient framework for DNLS an important goal of Theseus is133

to provide an application-agnostic interface. In this section, we describe how we enable this with134

an easy-to-use core API, standard cost functions, and features like Lie groups and kinematics, and135

illustrate several examples using this interface. We discuss design for efficiency in the next section.136

The core API lets users focus on describing the DNLS problem and their interaction with the outer137

loss L and parameters � within any broader PyTorch model, while the solution and differentiation138

are seamlessly taken care of under-the-hood. The basic components of the core API are described139

below with the help of a simple example in Listing 1 (see App. A for more details on the example):140

• Variable: refers to either optimization variables, ✓, or auxiliary variables (those constant with141

respect to S, e.g., parameters � or data tensors), which are named wrappers of torch batched142

tensors stored in Variable.data (lines 3-5).143

• CostFunction: defines costs ci (lines 12-14) and are also responsible for declaring which of its144

variables are optimization and which are auxiliary (lines 8-9),145

• CostWeight: defines weights wi associated with cost ci (line 14).146

• Objective: defines S(✓;�), and thus the structure of an optimization problem (lines 11, 15) by147

holding all cost functions and weights, and their associated variables. These are implicitly obtained148

3



1 x_true, y_true, v_true = read_data() # shapes (1, N), (1, N), (1, 1)
2

3 x = th.Variable(torch.randn_like(x_true), name="x")
4 y = th.Variable(y_true, name="y")
5 v = th.Vector(1, name="v") # a manifold subclass of Variable for optim_vars
6

7 def error_fn(optim_vars, aux_vars): # returns y - v * exp(x)
8 x, y = aux_vars
9 return y.data - optim_vars[0].data * torch.exp(x.data)

10

11 objective = th.Objective()
12 cost_function = th.AutoDiffCostFunction(
13 [v], error_fn, y_true.shape[1], aux_vars=[x, y],
14 cost_weight=th.ScaleCostWeight(1.0))
15 objective.add(cost_function)
16 layer = th.TheseusLayer(th.GaussNewton(objective, max_iterations=10))
17

18 phi = torch.nn.Parameter(x_true + 0.1 * torch.ones_like(x_true))
19 outer_optimizer = torch.optim.RMSprop([phi], lr=1e-3)
20 for epoch in range(10):
21 solution, info = layer.forward(
22 input_data={"x": phi.clone(),"v": torch.ones(1, 1)},
23 optimizer_kwargs={"backward_mode": th.BackwardMode.IMPLICIT})
24 outer_loss = torch.nn.functional.mse_loss(solution["v"], v_true)
25 outer_loss.backward()
26 outer_optimizer.step()

Listing 1: Simple DNLS example with Theseus, see App. A for details.

when a CostFunction is added to the Objective, and Variable names are used to infer which149

are shared by one or more CostFunction.150

• Optimizer: is the inner loop optimization algorithm (e.g. Gauss-Newton) that finds the solution151

✓
? given objective S (line 16).152

• TheseusLayer: encapsulates an optimizer and objective, and serves as the interface between the153

DNLS block and other torch modules upstream or downstream (line 16).154

The interface between the inner loop optimization and the outer loop’s parameters and loss occurs via155

TheseusLayer.forward (lines 21-23). This receives as input a dictionary mapping variable names156

to torch tensors, which Theseus then uses to populate the corresponding Variable with the tensor157

mapped to its name. With the input dictionary users can provide initial values for the optimization158

variables, data tensors, or current values for parameters � before running the inner loop optimization.159

The output of forward is another dictionary that maps variable names to tensors with their optimal160

values found in the inner loop (lines 21, 24); auxiliary variables are not modified during the forward161

pass. The output tensors can then be combined with other torch modules downstream to compute L,162

while maintaining the full differentiable computation graph (lines 24-26).163

We currently provide Gauss-Newton and Levenberg-Marquardt as Optimizer for the inner164

loop, with the ability to easily add support for more optimizers in the future. Listing 1 uses165

AutoDiffCostFunction to construct an in-place CostFunction (line 12) which allows automati-166

cally calculating Jacobians Ji with PyTorch. Beyond this, in the library we include standard cost167

functions with analytical Jacobians broadly used in many applications, like Gaussian measurements,168

reprojection error, relative pose measurement, motion models, and collision costs. We also include169

a variety of robust loss functions, useful for example in handling outliers [50], which can be easily170

integrated with CostFunction. Next we describe support for Lie groups and kinematics.171

Differentiable Lie groups Lie groups are widely used in robotics and vision to represent 2D/3D172

positions and rotations [31]. Due to their non-Euclidean geometry, it is difficult to apply them to deep173

learning, which primarily operates with Euclidean tensors, but recently there is growing interest in174

making them compatible [23, 51–55]. LieTorch [52] generalizes automatic differentiation on the Lie175

group tangent space through local parameterization around the identity, but the implementation is176

complex since every operation requires a custom kernel. In contrast, Theseus computes common Lie177

group operators, e.g., the exponential and logarithm map, inverse, composition, etc., in closed form,178

and provides their corresponding analytical derivatives on the tangent space. Following [56], we also179

implement a projection operator that allows us to project gradients computed by PyTorch’s autodiff to180
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the tangent space and use them to easily compute Jacobians and update Lie group variables correctly;181

a similar strategy has also been implemented in [57]. Additionally, our Lie group implementation182

includes a heuristic extension that allows using any of PyTorch’s first-order optimizers on non-183

Euclidean manifolds with minimal code changes. All of these make it easy and straightforward to184

run optimization and train neural networks with Lie groups variables. More details in App. B.185

Differentiable kinematics Many problems such as motion planning or state estimation on high de-186

gree of freedom robots like arms or mobile manipulators, involve computation of robot kinematics for187

collision avoidance or computing distance of end effector to goal. Theseus provides a differentiable188

implementation of forward kinematics by wrapping over Differentiable Robot Model [32], which189

builds a differentiable kinematics function from a standard robot model file. Gradients are computed190

through autodiff, while we also provide a more efficient, analytical manipulator Jacobian. This191

module can be used within any CostFunction in Theseus.192

3.1 Example applications193

To illustrate the versatility of Theseus, we include a number of example DNLS applications below194

with more details in App. C. Crucially, to implement these with Theseus, most of the effort is only195

in defining application-specific components such as data management, neural models, or custom196

CostFunction. With these defined, putting the full DNLS block together is a few lines of code to197

setup a TheseusLayer and an outer loop similar to the simple example in Listing 1.198

Pose graph optimization (PGO) estimates poses from their noisy relative measurements [58]. With199

DNLS we learn the radius of a Welsh robust cost function for outlier rejection, using the difference200

between estimated and ground truth poses as the outer loss on a synthetic dataset.201

Tactile state estimation follows [26], which estimates 2D poses of an object pushed by a robot hand202

with an image-based tactile sensor [59]. A neural network that predicts relative pose between hand203

and object from tactile images is learned end-to-end through the TheseusLayer.204

Bundle adjustment is the problem of optimizing a 3D reconstruction formed by a set of camera205

images and a set of landmarks observed and matched across the images [60]. We learn the radius of a206

soft-kernel that penalizes outlier observations, using the average frame pose error as outer loss.207

Motion planning considers a differentiable version of the GPMP2 planning algorithm, inspired208

by [19], where the outer loss tries to match expert demonstrations. Here we learn a model for209

initializing optimization variables, and we include the inner loop objective as a term in the outer loss.210

Homography estimation. Homography is a linear transformation between corresponding points in211

two images and can be solved by minimising a dense photometric loss. Robustness to lighting and212

viewpoint change can be improved with a feature-metric loss based on CNN features [61–66]. In our213

outer loop, we train a CNN to produce robust features for image alignment.214

4 Efficiency based design215

Theseus enables several different applications with a general interface. Compute and memory216

efficiency are central to making its usage practical. Next, we explain design considerations to support217

batching and vectorization, sparsity, and backward modes for differentiation which we demonstrate218

boost performance in evaluations section.219

4.1 Batching and vectorization220

Figure 1: Speedup with automatic vectorization on PGO.
Black dotted line is without vectorization.

Parallel processing is important to improve the221

computational efficiency in machine learning222

and optimization. In Theseus, we enable two223

levels of parallelization. First, Theseus natively224

supports solving a batch of DNLS in parallel.225

This fits seamlessly in the PyTorch framework,226

where training and inferences by batches is the227

default mode of operation, helping reduce the228

overhead coming from individual operations be-229

ing implemented in Python. Second, inspired by DeepLM [48], and noting that lots of the operations230

such as costs, gradients and Jacobian computation, and variable updates only differ from each other231

in terms of the input data, we make use of the single-instruction-multiple-data (SIMD) protocol232

by automatically detecting and vectorizing operations of the same type, significantly reducing the233

overhead for forward and backward passes. Using the PGO example, Fig. 1 shows that Theseus234

achieves significant speedup with automatic vectorization. Note that there is a small application235

dependent trade-off; here the memory use increases by ⇠ 35% for forward and ⇠ 10% for backward.236
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4.2 Handling sparsity with linear solvers beyond PyTorch237

Solving NLS requires solving a sequence of linear systems to obtain descent directions. As discussed238

in Sec. 2, these systems are generally sparse and can be solved much more efficiently if not treated as239

dense. Theseus includes differentiable sparse solvers that take advantage of the sparsity, comple-240

menting PyTorch’s native dense solvers. Importantly, Theseus seamlessly takes care of assembling241

the cost functions and variables in the objective into sparse data structures that our linear solvers242

can consume, without any extra burden on the user. Currently, we provide two sparse solvers, one243

that uses the CPU-based solver CHOLMOD [67], and another, cudaLU, that is based on the cuSolverRF244

package, itself part of the cuSolver library provided by Nvidia with CUDA. As a bonus feature, we245

provide access to these solvers as standalone PyTorch functions, so they can, in fact, be used to solve246

sparse matrices arising outside of NLS or DNLS optimization.247

CHOLMOD-based solver. CHOLMOD [67] achieves state-of-the-art performance on computation of the248

Cholesky decomposition of sparse matrices. It exploits parallelism by grouping sparse entries to249

take advantage of high-performance multi-threaded dense matrix operations in BLAS/LAPACK libraries.250

CHOLMOD has some limited support for GPU for some of its operations, but the algorithm is strongly251

CPU-based and the user is expected to provide matrix data on the CPU. One convenient feature is252

computing the symbolic analysis of a sparse matrix pattern as a separate step and creating a symbolic253

decomposition object that can be used for all subsequent factorizations. We also take advantage of254

builtin functionality for sparse multiplication and only provide the Jacobian matrix J to solve for the255

Hessian matrix H = J
>
J . Two limitations of the library with respect to Theseus are, first, the lack256

of proper GPU support, which forces us to provide matrix data on the CPU, and, second, the lack of257

batching, which requires us to loop to solve every problem in the batch independently. On the other258

hand, since it runs on CPU it has less memory restrictions than GPU-based solvers (see Sec. 5.1).259

cudaLU solver. cuSolverRF is designed to accelerate the solution of sets of linear systems by fast LU260

refactorization when given new coefficients for the same sparsity pattern. To take advantage of this,261

we implemented custom CUDA kernels for batched sparse matrix-matrix and matrix-vector products,262

and for solving a batch of sparse linear systems using LU factorization from cuSolverRF. Although263

this solver leads to a substantial performance boost over PyTorch’s dense solver (see Sec. 5.1), the264

closed-source nature of cuSOLVER results in some challenges and limitations: (i) cuSolverRF does265

not support separate symbolic decomposition and numeric contexts, so it’s not possible to use the266

same symbolic decomposition to hold in memory separate factors. Since this is necessary in Theseus267

for unrolling of the inner loop, we work around this limitation by creating a pool of contexts, and we268

use the least recently used context for factorization. As a consequence, the number of contexts must269

be set according to the number of iterations that need to be unrolled; (ii) The batch size is fixed once a270

context is created. Since recreating the contexts is an expensive operation, it means that the batch size271

has to be constant over the course of outer loop optimization; (iii) It relies on LU factorization, which272

for symmetric matrices (the case of Theseus) is less efficient than using Cholesky decomposition.273

Backward for custom linear solvers. Obtaining derivatives of the linear system solve with respect274

to the parameters is crucial operation for DNLS. In particular, we consider optimizing the parameters275

A and b of a linear system y = A
�1

b to minimize a downstream function f(y). The derivatives of the276

loss with respect to the parameters of the linear system can be obtained with implicit differentiation,277
@f

@b
= A

�1 @f

@y
and @f

@A
= �A�1 @f

@y
y
>, as done in Barron and Poole [68]. In Theseus, we implement278

this by connecting the Python interface of our sparse solvers with PyTorch’s autograd.Function279

classes that implement the gradients above in their backward methods. This connects the computation280

graph between the downstream function and any upstream parameters that modify the system via281

auxiliary variables or values for optimization variables. Furthermore, since the gradients require282

solving linear systems that use the same matrix as the forward pass, our backward pass can cache283

factorizations, resulting in much faster backward times compared to dense solvers (see Fig. 2).284

4.3 Backward modes for DNLS285

The parameters � upstream of DNLS can be learned end-to-end through the solution ✓
?(�) by using286

the adjoint derivatives @✓
?(�)/@�. We include four methods for computing them in Theseus.287

Unrolling is the standard way in which past work in DNLS has computed the adjoint derivatives.288

This is often referred to as backpropagation through time or unrolled optimization and is explored in289

[16, 19, 69–78]. In practice, often only a few steps of unrolling are performed due to challenges with290

compute, memory, and vanishing gradients.291

Truncated differentiation. Aside from unrolling a few steps, another way of approximating the292

derivatives is to use truncated backpropagation through time (TBPTT) [79, 80]. Truncation unfortu-293
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nately results in biased derivatives and many works [81–85] seek to further theoretically understand294

the properties of TBPTT, including the bias of the estimator and how to unbias it.295

Implicit differentiation. If ✓? can be computed exactly, then the implicit function theorem provides a296

way of computing the adjoint derivatives as done in related work in convex optimization and first-order297

gradient descent methods [14, 15, 86–91]. We apply the implicit function theorem from Dontchev298

and Rockafellar [37, Theorem 1B.1] (see App. E) to Eq. (2) to perform implicit differentiation on a299

new class of second-order NLS optimization. This first requires that we transform Eq. (2) into an300

implicit function that finds the roots. We do this via the first-order optimality condition, resulting in301

g(✓;�) := r✓S(✓;�). Finding ⇥?(�) := {✓ | g(✓;�) = 0} corresponds to solving Eq. (2). Under302

mild assumptions, the theorem above gives the adjoint derivative at �̄303

D�✓
?(�̄) = �D�1

✓
g(✓?(�̄); �̄)D�g(✓?(�̄); �̄). (3)

As Theseus internally uses a (Gauss-)Newton solver, the following proposition provided in App. E304

shows how we can use compute Eq. (3) by differentiating a single Newton step at an optimal solution.305

Proposition 1. Differentiating a single Newton iteration h at an optimal and unique ✓
?

results in the306

exact computation of the implicit derivative in Eq. (3).307

Direct loss minimization. Suppose we have a outer loss as in Eq. (2). The direct loss minimization308

(DLM) approach uses this loss to augment the inner-loop optimization problem in order to define309

a finite difference scheme that approaches the true gradient r�L = lim"!0 g
"

DLM, where g
"

DLM ,310
1
"
{ @

@�
S(✓⇤;�)� @

@�
S(✓direct;�)}. This was used in prior works that solve optimization problems on311

structured discrete domains [38, 39, 92, 93], but has so far not seen much use in structured continuous312

settings. We modify the original DLM formulation to better suit its implementation within Theseus313

✓direct = argmin
✓̂
S(✓̂;�) +

��"✓̂ � 1
2r✓L(✓⇤)

��2, ✓
? = argmin

✓̂
S(✓̂;�) (4)

This is different from the original formulation in two ways: (i) we only assume access to the314

gradient vectorr✓L(✓⇤) which helps formulate DLM as an algorithm for computing vector-Jacobian315

products, and (ii) we add a small regularization term to ensure the modified objective for ✓direct is a316

sum-of-squares without affecting the limit as "! 0. See App. E for more details.317

5 Evaluation318

We evaluate the performance of Theseus under different settings with PGO and tactile state estimation319

applications from Sec. 3.1. PGO allows us to easily control the problem scales for performance320

evaluation; in Sec. 5.1 we profile time and memory consumption of Theseus in an end-to-end321

setup with forward pass of 10 iterations, backward with implicit differentiation and 20 epochs,322

and in Sec. 5.2 we evaluate timings of Theseus as a stand-alone NLS optimizer and compare with323

state-of-the-art Ceres [35]. The tactile state estimation application involves a more complex outer324

loop model that is useful for comparing all different backward modes which we present in Sec. 5.3.325

5.1 Profiling forward and backward pass of Theseus for DNLS326

We study the performance of Theseus for DNLS on the PGO problem with the synthetic Cube327

dataset, as described in App. C. We use implicit differentiation to compute gradients of the inner loop,328

which is run with 10 inner loop iterations and 20 outer loop epochs. In all cases we used an Nvidia329

V100 GPU with 32GBs of memory for all Python computation, and Intel Xeon 2.2GHz CPU with 20330

threads for the CPU-based CHOLMOD linear solver. We evaluate performance using our sparse solvers331

in Theseus and using PyTorch’s Cholesky dense solver.332

Fig. 2 shows the average time of a full forward and backward pass for a given batch size, taken by333

Theseus with different solvers (cudaLU, CHOLMOD and dense) for different problem scales (number334

of poses and batch size). The two left plots show time as a function of number of poses for two batch335

sizes (small, 16; large, 128), while the two right plots show time as a function of batch size for two336

pose settings (small, 256 poses; large, 2048 poses). Note that dense does not scale well with poses or337

batch size. For a batch size of 16, the largest problem that it can solve before running out of GPU338

memory has 512 poses; for a batch size of 128, the largest is 256 poses (left two plots). With 2048339

poses, dense is unable to solve the problem regardless of batch size (right two plots). On the other340

hand, our cudaLU solver, is able to scale up to 4096 poses with a batch size of 128. Note that CHOLMOD341

can solve problems even larger, since the linear system is solved on CPU and we have successfully342

tested up to 8192 poses and batch size 256, for a total of 22GBs of GPU usage.343

In addition to being more memory efficient, running times of our sparse solvers are also smaller for344

large enough number of poses/batch size, especially for the backward pass. For the smallest problem345
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Figure 2: Forward/backward times of Theseus with sparse and dense solvers on different PGO problem scales.

considered (64 poses, batch size 16), the total sum of average forward and backward times are346

similar, namely, 1.80, 1.88, and 2.10 seconds per batch for cudaLU, dense, and CHOLMOD, respectively.347

Increasing to 128 poses makes cudaLU noticeably faster than dense (3.52 vs 3.87 seconds), while348

CHOLMOD starts outperforming dense with 256 poses (5.68 vs. 5.91 seconds, for a batch size of 8). As349

the problem scale increases, the gap between the sparse and dense solvers widens: for the largest350

problem solvable with dense (512 poses and 16 batch size), we have average total times of 9.84,351

11.26, and 25.52 seconds for cudaLU, CHOLMOD, and dense, respectively. See App. D for more results352

and details.353

5.2 Profiling Theseus as stand-alone NLS optimizer354

DNLS typically involves solving numerous optimization problems each epoch where a fast NLS355

optimizer is essential. We compare Theseus as a stand-alone NLS optimizer with the state-of-the-art356

Ceres [35] library for solving a batch of PGO problems without any learning involved. We compare357

all solvers in terms of the total time required to perform 10 iterations on a set of 256 PGO problems.358

CPU/GPU configurations are same as before. For CHOLMOD, we also include a configuration that runs359

everything on CPU, including Jacobians and residual computation (labelled CHOLMOD-allcpu).360

Figure 3: Speedup of Theseus (forward) over Ceres
(black dashed) on different PGO problem sizes.

Fig. 3 shows speedup obtained by Theseus with361

batching, vectorization and sparse solvers, over362

Ceres as a function of increasing number of363

poses or batch size. We vary the number of364

poses for two fixed batch sizes (small, 16; large,365

128), and vary the batch size for two fixed num-366

ber of poses (small, 256; large, 2048). Al-367

though Ceres is faster than all of our solvers368

when the number of poses and batch size are369

small, as these increase Theseus shows sig-370

nificant speedup by being able to solve larger371

batches of problems in parallel. Since typical use case of Theseus involves large batches and number372

of variables during end-to-end learning with DNLS, the speedups in this setting against a performant373

NLS solver highlights the significance of our efficiency-based design choices.374

5.3 Backward modes analysis375

We explore the trade-offs between our different backward modes using the tactile state estimation376

application in Sec. 3.1; the learnable components here include a neural network, and thus more closely377

follow the type of applications that motivate Theseus. We compare the following backward modes:378

derivative unrolling (Unroll), implicit differentiation (Implicit), truncated differentiation (Trunc),379

and direct loss minimization (DLM); for Trunc we include results when truncating 5 and 10 steps.380

We compare all modes along 3 axis of performance, namely, validation loss after 100 epochs (outer381

loop), run time during training, and peak GPU memory consumption of TheseusLayer. CPU/GPU382

configurations are same as before except GPU with 16GB of memory is used. For time and memory383

we present separate results for forward and backward pass, and all numbers are averaged over 700 (7384

batches for 100 epochs). Below we discuss our main findings from this analysis, and more results385

and details can be found in App. E.386

Fig. 4 shows average run times for all backward modes as a function of the maximum number of387

iterations in the inner loop optimization. We observe that the time used in the forward pass (Fig. 4,388

far left) increases roughly linearly for all modes, all having similar times except for Unroll and389

Trunc-5, which are slower after 30 inner loop iterations. However, we observe stark differences in the390

backward pass time (Fig. 4, center left), where Unroll is the only method that has a linear dependence391
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Figure 4: Time and memory consumption of different backward modes in tactile state estimation.
on the number of inner loop iterations. All other methods have a constant footprint for computing392

derivatives, independent of the number of inner loop iterations. As expected, increasing the number393

of iterations through which we backprop (5 or 10 for Trunc, all iterations for Unroll) increases the394

time necessary for a backward pass (Implicit < Trunc-5 < Trunc-10). DLM’s backward pass time395

is larger than Unroll’s for a small number of iterations, but performs better when the number of396

iterations is large (> 20 in this example).397

Figure 4 (center right) shows the average peak memory consumption of the backward modes. In398

this case, the trends observed for the backward pass memory consumption is similar to the trends399

in time. In particular, Unroll’s memory footprint increases linearly with the number of inner loop400

iterations, from ⇠ 34MBs to ⇠ 262MBs; for all other methods the memory consumption remains401

constant. The best memory profiles in this example is obtained with Implicit and DLM backward402

modes, with ⇠ 33MBs and ⇠ 43MBs, respectively. These trends also hold for the forward pass403

memory consumption.404

Figure 4 also shows the validation losses obtained with all backward modes (far right). The best405

validation loss, after 100 epochs of training, is obtained using Implicit, followed by the Trunc.406

Most methods improve up to a certain point with an increasing number of inner loop iterations, but407

methods that do backward through unrolled inner loop iterations (Unroll and Trunc) start performing408

worse after 10 inner loop iterations. One exception is DLM, which doesn’t improve much with the409

number of iterations, but is also the best method when only 2 inner loop iterations are performed.410

As a point of caution, we stress that, unlike the timing and memory results, the relative training411

performance between different backward modes is likely to be application dependent, and is affected412

by hyperparameters such as the step size used for the inner loop optimizer (0.05 in this example),413

and the outer optimizer’s learning rate. Our experiments suggest that implicit differentiation is a414

good default to use for differentiable optimization, considering its low time/memory footprint, and415

potential for better end-to-end performance with proper hyperparameter tuning.416

6 Discussion417

Summary. Theseus provides nonlinear least squares as a differentiable layer and enables easily418

building and training end-to-end architectures for robotics and vision applications. We illustrate419

several example applications using the same application-agnostic interface and demonstrate significant420

improvement in performance with our efficiency based design. Following how autodiff and GPU421

acceleration (among others) have led to the evolution of PyTorch in contrast to numpy, we can422

similarly view sparsity and implicit differentiation on top of autodiff and GPU acceleration as the key423

ingredients that power Theseus in contrast to solvers like Ceres that typically only support sparsity.424

Limitations. Theseus currently has a few limitations. The nonlinear solvers we currently support425

apply constraints in a soft manner (i.e., using weighted costs). Hard constraints can be handled with426

methods like augmented Lagrangian or sequential quadratic programs [94, 95], and differentiating427

through them are active research topics. The current implementation of LM does not support damping428

to be learnable. Some limitations and trade-offs with the sparse linear solvers are also discussed429

in Sec. 4.2. Online learning applications may require frequently editing the objective and depending430

on the problem size there may be a nontrivial overhead that is not currently optimized as we explored431

only non-incremental setting in this work. Additional performance gains can be extracted by moving432

some of our Python implementation to C++ but we prioritized flexibility in evolving the API in the433

short-term. The automatic Jacobian computation with AutodiffCostFunction is based on torch434

autograd jacobian, which unnecessarily computes gradients across independent batch entries and thus435

results in significant memory and compute for highly parameterized cost functions. We do not yet436

support distributed training beyond what PyTorch natively supports. We will explore these features437

and optimizations in the future as the library continues to evolve.438
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