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Abstract

Model-based offline reinforcement learning (RL) aims to find highly rewarding
policy, by leveraging a previously collected static dataset and a dynamics model.
While learned through reuse of static dataset, the dynamics model’s generalization
ability hopefully promotes policy learning if properly utilized. To that end, several
works propose to quantify the uncertainty of predicted dynamics, and explicitly
apply it to penalize reward. However, as the dynamics and the reward are intrinsi-
cally different factors in context of MDP, characterizing the impact of dynamics
uncertainty through reward penalty may incur unexpected tradeoff between model
utilization and risk avoidance. In this work, we instead maintain a belief distribu-
tion over dynamics, and evaluate/optimize policy through biased sampling from
the belief. The sampling procedure, biased towards pessimism, is derived based
on an alternating Markov game formulation of offline RL. We formally show that
the biased sampling naturally induces an updated dynamics belief with policy-
dependent reweighting factor, termed Pessimism-Modulated Dynamics Belief. To
improve policy, we devise an iterative regularized policy optimization algorithm
for the game, with guarantee of monotonous improvement under certain condition.
To make practical, we further devise an offline RL algorithm to approximately
find the solution. Empirical results show that the proposed approach achieves
state-of-the-art performance on a wide range of benchmark tasks.

1 Introduction

In typical paradigm of RL, the agent actively interacts with environment and receives feedback to
promote policy improvement. The essential trial-and-error procedure can be costly, unsafe or even
prohibitory in practice (e.g. robotics [1], autonomous driving [2], and healthcare [3]]), thus constituting
a major impediment to actual deployment of RL. Meanwhile, for a number of applications, historical
data records are available to reflect the system feedback under a predefined policy. This raises the
opportunity to learn policy in purely offline setting.

In offline setting, as no further interaction with environment is permitted, the dataset provides a limited
coverage in state-action space. Then, the policy that induces out-of-distribution (OOD) state-action
pairs can not be well evaluated in offline learning phase, and deploying it online potentially attains
terrible performance. Recent studies have reported that applying vanilla RL algorithms to offline
dataset exacerbates such a distributional shift [4H6], making them unsuitable for offline setting.

To tackle the distributional shift issue, a number of offline RL approaches have been developed.
Specifically, one category of them propose to directly constrain the policy close to the one collecting
data [4} 5L (7} 18]], or penalize Q-value towards conservatism for OOD state-action pairs [9-H11]. While
they achieve remarkable performance gains, the policy regularizer and the Q-value penalty tightly
restricts the produced policy within the data manifold. Instead, more recent works consider to
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quantify the uncertainty of Q-value with neural network ensembles [12]], where the consistent Q-value
estimates indicate high confidence and can be plausibly used during learning process, even for OOD
state-action pairs [13} [14]. However, the uncertainty quantification over OOD region highly relies
on how neural network generalizes [[15]. As the prior knowledge of Q-function is hard to acquire
and insert into the neural network, the generalization is unlikely reliable to facilitate meaningful
uncertainty quantification [16]]. Notably, all these works are model-free.

Model-based offline RL optimizes policy based on a constructed dynamics model. Compared to the
model-free approaches, one prominent advantage is that the prior knowledge of dynamics is easier
to access. First, the generic prior like smoothness widely exists in various domains [[17]. Second,
the sufficiently learned dynamics models for relevant tasks can act as a data-driven prior for the
concerned task [[18520]. With richer prior knowledge, the uncertainty quantification for dynamics is
more trustworthy. Similar to the model-free approach, the dynamics uncertainty can be incorporated
to find reliable policy beyond data coverage. However, an additional challenge is how to characterize
the accumulative impact of dynamics uncertainty on the long-term reward, as the system dynamics is
with entirely different meaning compared to the reward or Q-value.

Although existing model-based offline RL literature theoretically bounds the impact of dynamics
uncertainty on final performance, their practical variants characterize the impact through reward
penalty [6l 21} 122]]. Concretely, the reward function is penalized by the dynamics uncertainty for each
state-action pair [21]], or the agent is enforced to a low-reward absorbing state when the dynamics
uncertainty exceeds a certain level [6]]. While optimizing policy in these constructed MDPs stimulates
anti-uncertainty behavior, the final policy tends to be over-conservative. For example, even the
transition dynamics for a state-action pair is ambiguous among several possible candidates, these
candidates may generate the states from which the system evolves similarly}’| Then, such a state-action
pair should not be treated specially.

Motivated by the above intuition, we propose pessimism-modulated dynamics belief for model-based
offline RL. In contrast with the previous approaches, the dynamics uncertainty is not explicitly
quantified. To characterize its impact, we maintain a belief distribution over system dynamics, and
the policy is evaluated/optimized through biased sampling from it. The sampling procedure, biased
towards pessimism, is derived based on an alternating Markov game (AMG) formulation of offline
RL. We formally show that the biased sampling naturally induces an updated dynamics belief with
policy-dependent reweighting factor, termed Pessimism-Modulated Dynamics Belief. Besides, the
degree of pessimism is monotonously determined by the hyperparameters in sampling procedure.

The considered AMG formulation can be regarded as a generalization of robust MDP, which is
proposed as a surrogate to optimize the percentile performance in face of dynamics uncertainty
[2324]. However, robust MDP suffers from two significant shortcomings: 1) The percentile criterion
is over-conservative since it fixates on a single pessimistic dynamics instance [25} 26]]; 2) Robust
MDP is constructed based on an uncertainty set, and the improper choice of uncertainty set would
further aggravate the degree of conservatism [27, 28]. The AMG formulation is kept from these
shortcomings. To solve the AMG, we devise an iterative regularized policy optimization algorithm,
with guarantee of monotonous improvement under certain condition. To make practical, we further
derive an offline RL algorithm to approximately find the solution, and empirically evaluate it on the
offline RL benchmark D4RL. The results show that the proposed approach obviously outperforms
previous state-of-the-art (SoTA) in 9 out of 18 environment-dataset configurations and performs
competitively in the rest, without tuning hyperparameters for each task. The proof of theorems in this
paper are presented in Appendix

2 Preliminaries

Markov Decision Process (MDP) A MDP is depicted by the tuple (S, A, T, r, po,7), where S, A
are state and action spaces, T'(s'|s, a) is the transition probability, r(s,a) is the reward function,
po(s) is the initial state distribution, and -y is the discount factor. The goal of RL is to find the policy
7 : s = A(A) that maximizes the cumulative discounted reward:

J(m,T) =Epy 1, [Z Vo (se, at)] : ()
t=0

20r from these states, the system evolves differently but generates similar rewards.



where A(-) denotes the probability simplex. In typical RL paradigm, this is done via actively
interacting with environment.

Offline RL In offline setting, the environment is unaccessible, and only a static dataset D =
{(s,a,r,s")} is provided, containing the previously logged data samples under an unknown behavior
policy. Offline RL aims to optimize the policy by solely leveraging the offline dataset.

To simplify the presentation, we assume the reward function 7 and initial state distribution pg are
known. Then, the system dynamics is unknown only in terms of the transition probability 7'. Note
that the considered formulation and the proposed approach can be easily extend to the general case
without additional technical modification.

Robust MDP  With the offline dataset, a straightforward strategy is first learning a dynamics model
7(s’|s, a) and then optimizing policy via simulation. However, due to the limitedness of available data,
the learned model is inevitably imprecise. Robust MDP [23] is a surrogate to optimize policy with
consideration of the ambiguity of dynamics. Concretely, robust MDP is constructed by introducing an
uncertainty set 7 = {7} to contain plausible transition probabilities. If the uncertainty set includes
the true transition with probability of (1 — 0), the performance of any policy 7 in true MDP can
be lower bounded by min, ¢ J (7, 7) with probability of at least (1 — §). Thus, the percentile
performance for the true MDP can be optimized by finding a solution to

max min J(m, 7). 2
T T€T ( ’ ) @)
Despite its popularity, Robust MDP suffers from two major shortcomings: First, the percentile
criterion overly fixates on a single pessimistic transition instance, especially when there are multiple
optimal policies for this transition but they lead to dramatically different performance for other
transitions [25,[26]]. This behavior results in unnecessarily conservative policy.

Second, the level of conservatism can be further aggravated when the uncertainty set is inappropriately
constructed [27]. For a given policy 7, the ideal situation is that 7 contains the (1 — ) proportion of
transitions with which the policy achieves higher performance than with the other § proportion. Then,
min,c7 J(m, 7) is exactly the §-quantile performance. This requires the uncertainty set to be policy-
dependent, and during policy optimization the uncertainty set should change accordingly. Otherwise,
if T is predetermined and fixed, it is possible to have 7' ¢ T with non-zero probability and satisfying
J(m*,7") > min, ey J(7*, 7), where 7* is the optimal policy for (Z). Then, adding 7’ into 7 does
not affect the optimal solution of the problem (2). This indicates that we are essentially optimizing a
¢0’-quantile performance, where 0’ can be much smaller than ¢. In literature, the uncertainty sets are
mostly predetermined before policy optimization [23}29-31]].

3 Pessimism-Modulated Dynamics Belief

In short, robust MDP is over-conservative due to the fixation on a single pessimistic transition instance
and the predetermination of uncertainty set. In this work, we strive to take the entire spectrum of
plausible transitions into account, and let the algorithm by itself determine which part deserves more
attention. To this end, we consider an alternating Markov game formulation of offline RL, based on
which the proposed offline RL approach is derived.

3.1 Formulation

Alternating Markov game (AMG) The AMG is a specialization of two-player zero-sum game,
depicted by (S, S, A, A, G, r, po,). The game starts from a state sampled from py, then two players
alternatively choose actions a € A and a € A under states s € S and 5 € S, along with the game
transition defined by G(3|s, a) and G(s|3,a). At each round, the primary player receives reward
r(s, a) and the secondary player receives its negative counterpart —r(s, a).

Offline RL as AMG We formulate the offline RL problem as an AMG, where the primary player
optimizes a reliable policy for our concerned MDP in face of stochastic disturbance from the
secondary player. The AMG is constructed by augmenting the original MDP. As both have the
transition probability, we use game transition and system transition to differentiate them.



For the primary player, its state space S, action space A and reward function 7(s, a) are same with
those in the original MDP. After the primary player acts, the game emits a N-size set of system
transition candidates 7 °%, which later acts as the state of secondary player. Formally, 7°® is generated
according to

G(s=T"|s,a)= [] P¥E™), 3)
TsagTsa

where 75%(-) re-denotes the plausible system transition 7(-|s, a) for short, and P5% is a given belief
distribution over 7°%. According to (3)), the elements in 7% are independent and identically dis-
tributed samples following P7*. The major difference to uncertainty set in robust MDP is that the set
introduced here is unfixed and stochastic for each step. To distinguish with uncertainty set, we call
it candidate set. The belief distribution P53 can be chosen arbitrarily to incorporate knowledge of
system transition. Particularly, when the prior distribution of system transition is accessible, P5* can
be obtained as the posterior by integrating the prior and the evidence D through Bayes’ rule.

The secondary player receives the candidate set 7°¢ as state. Thus, its state space can be denoted by
S = AN(S), i.e., the n-fold Cartesian product of probability simplex over S. Note that the state 7
also takes the role of action space, i.e., A = T *%, meaning that the action of secondary player is to
choose a system transition from the candidate set. Given the chosen 7°* € T*%, the game evolves by
sampling 799, i.e.,

G($|s=T%a=r1")=1°"s), 4

and the primary player receives s’ to continue the game. In the following, we use PY (7°%) to
compactly denote the game transition G (5 = 7°%|s, a) in (3)), and omit the superscript sa in 7%,
75 and P5* when it is clear from the context.

For the above AMG, we consider a specific policy (explained below) for the secondary player, such
that the cumulative discounted reward of the primary player with policy 7 can be written as:

J(r):= E [min)fcr | E |(minffcqn-- [ E [Z (s, at)m NG
po,‘n',lP’¥ T0,7T,P¥ ToosT =0
where the subscripts of 7 and 7 denote time step, the expectation is over sg ~ pg, St>0 ~
Te—1(-[st—1,a1-1),ar ~ 7w(:|s;) and Ty ~ P¥, and the operator |min|*_, f(z) denotes finding
kth minimum of f(z) over x € X. The policy of secondary player is implicitly defined by the
operator min|”*_, f(x). When changing k € {1,2,---, N'}, the secondary player exhibits various
degree of adversarial or aggressive disturbance to the future reward. From the view of original MDP,
this behavior raises flexible tendency ranging from pessimism to optimism when evaluating policy 7.

The distinctions between the introduced AMG and the robust MDP are twofold: 1) With a belief
distribution over transitions, robust MDP will select only part of its supports into uncertainty set, and
the set elements are treated indiscriminatingly. It indicates that both the possibility of transitions out
of the uncertainty set and the relative likelihood of transitions within the uncertainty set are discarded.
However, in the AMG, the candidate set simply contains samples drawn from the belief distribution,
implying no information drop in an average sense. Intuitively, by keeping richer knowledge of the
system, the performance evaluation is more exact and away from excessive conservatism; 2) In
robust MDP, the level of conservatism is expected to be controlled by its hyperparameter §. However,
as illustrated in Section [2| a smaller § does not necessarily corresponds to a more conservative
performance evaluation, due to the extra impact from uncertainty set construction. In contrast, for
the AMG, the degree of conservatism is adjusted by the size of candidate size /N and the order of
minimum k. When changing values of k£ or N, the impact to performance evaluation is ascertained,
as formalized in Theorem [3

To evaluate J(7), we define the following Bellman backup operator:

B xQ(s,a) = r(s,a) + 7Epy [LminjfeTETm [Q(s,a)] |. (6)

As the operator depends on N, k and we emphasize pessimism in offline RL, we call it (N, k)-
pessimistic Bellman backup operator. Compared to the standard Bellman backup operator in Q-
learning, BY, . additionally includes the expectation over 7~ ~ P4 and the k-minimum operator over
T . Despite these differences, we prove that BY; . is still a contraction mapping, based on which J(7)
can be easily evaluated. '



Theorem 1 (Policy Evaluation). The (N, k)-pessimistic Bellman backup operator BQ, & 18 a contrac-
tion mapping. By starting from any function Q) : S x A — R and repeatedly applying BR o the
sequence converges to Q7 ., with which we have J(m) = E,, » [QWN,k(Sov ao)].

3.2 Pessimism-Modulated Dynamics Belief

With the converged Q-value, we are ready to establish a more direct connection between the AMG
and the original MDP. The connection appears as the answer to a natural question: the calculation of
(6) encompasses biased samples from the dynamics belief distribution, can we treat these samples
as the unbiased ones sampling from another belief distribution? We give positive answer in the
following theorem.

Theorem 2 (Equivalent MDP with Pessimism-Modulated Dynamics Belief). The alternating Markov
game in Q) is equivalent to the MDP with tuple (S, A, T, r, po,~y), where the transition probability
T(s'|s,a) = Eg.. [7°%(8")] is defined with the reweighted belief distribution P5:

T

ﬁsTa(Tsa) o w(ETsaJr [Q}{,’k(s’, a’)] ik, N) P (%), @)
w(zsk, N) = [F(@)]" 1= Fa)) " ", 8)

and F(-) is cumulative density function. Furthermore, the value of w(x; k, N) first increases and

then decreases with x, and its maximum is obtained at the % quantile, i.e., x* = F -1 (%)

In right-hand side of , 75% itself is random following the belief distribution, thus
E ea x [ (s d )] , as a functional of 75¢, is also a random variable, whose cumulative density
function is determined by the belief distribution P5¢. Intuitively, we can treat E;«a [ nelsd )]
as a pessimism indicator for transition 7°¢, with larger value indicating less pessimism.

From Theorem the maximum of w is obtained at 7*: F(IET*JT [QR 1 (s',a")] ) =*=L ie, the

1 -
N-1

quantile, the reweighting coefficient for its 7°¢ decreases. Considering the effect of w to

transition with
k—1
N—1

]INDST" and the equivalence between the AMG and the refined MDP, we can say that J(7) is a soft
percentile performance. Compared to the standard percentile criteria, J(7) is derived by reshaping
belief distribution towards concentrating around a certain percentile, rather than fixating on a single

percentile point. Due to this feature, we term P3¢ Pessimism-Modulated Dynamics Belief (PMDB).

quantile pessimism indicator. Besides, when E sa [Q}{, p(sad )] departs the

Lastly, recall that all the above derivations are with hyperparameters £ and N, we present the
monotonicity of Q% ;. over them in Theorem 3} Furthermore, by combining Theoremmwith Theorem

we conclude that J(7) decreases with N and increases with k.
Theorem 3 (Monotonicity). The converged Q-function Q}Tv i are with the following properties:

* Given any k, the Q-function Q7 ;. element-wisely decreases with N € {k,E+1,---}.
* Given any N, the Q-function Q’& ., element-wisely increases with k € {1,2,--- | N}.
* The Q-function Q7  element-wisely increases with N.

Remark 1 (Special Cases). For N = k = 1, we have  *j Nk
P35 = P3". Then, the performance is evaluated through sam- &
pling the initial belief distribution. This resembles the com-
mon methodology in model-based RL (MBRL), with dynam- -
ics belief defined by the uniform distribution over dynamics N
model ensembles. For k = §(N — 1)+ 1 and N — oo, P5¢ » e
asymptotically collapses to be a delta function. Then, J(7) £~
degrades to fixate on a single transition instance. It is equiv-
alent to the robust MDP with the uncertainty set constructed

2 3 5 6

as 5% : P(75%) > 0, Ersa (s, d >F_15}. .o 4 NG
{. 7(7°) oo [QN’“( ’ )] - (9) Figure 1: Monotonicity of Q-values. The
In this sense, the AMG is a successive interpolation between  arrows indicate the directions along which
MBRL and robust MDP. Q-values increase.

g\

MBRL_

»




4 Policy Optimization with Pessimism-Modulated Dynamics Belief

In this section, we optimize policy by maximizing J(7). The major consideration is that the
methodology should adapt well for both discrete and continuous action spaces. In continuous setting
of MDP, the policy can be updated by following stochastic/deterministic policy gradient [32} [33].
However, for the AMG, evaluating J () itself involves an inner dynamic programming procedure
as in Theorem 1| As each evaluation of J(7) can only produce one exact gradient, it is inefficient
to maximize J () via gradient-based method. In this section, we consider a series of sub-problems
with Kullback—Leibler (KL) regularization. Solving each sub-problem makes prominent update to
the policy, and the sequence of solutions for sub-problems monotonously improve regarding J (7).
Based on this idea, we further derive offline RL algorithm to approximately find the solution.

4.1 Iterative Regularized Policy Optimization

Define the KL-regularized return for the AMG by

J(?T; /,L) = E |_m1nj 5'0676 E I_mian_leTl ce.

N N
po,m, Py 70,m,Pp

E
Too T

Z’Yt (T(Shat)
—aDKL(ﬂ'(-|st) H u(st)))]H , 9)

where o > 0 is the strength of regularization, and p is a reference policy to keep close with.

KL-regularized MDP is considered in previous works to enhance exploration, improve robustness
to noise or insert expert knowledge [34H38]]. Here, the idea is to constrain the optimized policy in
neighbour of a reference policy so that the inner problem is adequately evaluated for such a small
policy region.

To optimize J(7; 1), we introduce the soft (N, k)-pessimistic Bellman backup operator:

. . 1

By xQ(s,a) =1(s,a) + vEpy {me]’jeTIET {a logE,, exp (QQ(S/, a/))” : (10)
Theorem 4 (Regularized Policy Optimization). The soft (N, k)-pessimistic Bellman backup operator
B;‘V,k is a contraction mapping. By starting from any function Q : S x A — R and repeatedly
applying E*N, > the sequence converges to Q}“V w» With which the optimal policy for J(m; ) is obtained

as 7 (als) o< p(als) exp ((1Qiu(5,a) ).

Apparently, the solved policy 7* depends on the reference policy u, and setting p arbitrarily aforehand
can result in suboptimal policy for J (7). In fact, we can construct a sequence of sub-problems, with
1 chosen as an improved policy from last sub-problem. By successively solving them, the impact
from the initial reference policy is gradually eliminated.

Theorem 5 (Iterative Regularized Policy Optimization). By starting from any stochastic policy
mo : 8 = A(A) and repeatedly finding miv1 : J(wip1;m) > J(m;7;), the sequence of {m;}
monotonically improves regarding J(r), i.e., J(mwi+1) > J(m;). Especially, when my(als) > 0,Vs,a
milals) s oo for

7 (a’|s)

and {m;} are obtained via regularized policy optimization in Theorem we have
any s, a, a’ such that lim; oo Q7 (s, a) > lim; o QN . (s,a’).

Ideally, by combining Theorems [4| and [5] the policy for J(7) can be continuously improved by
infinitely applying soft pessimistic Bellman backup operator for each of the sequential sub-problems.

Remark 2 (Iterative Regularized Policy Optimization as Expectation—-Maximization with Structured
Variational Posterior). According to Theorem 2| PMDB can be recovered with the converged Q-
function Q?;I*,k' From an end-to-end view, we have an initial dynamics belief P3%, then via the
calculation based on the belief samples and the reward function, we obtain the updated dynamics
belief P3*. It is likely that we are doing some form of posterior inference, where the evidence comes
from the reward function. In fact, the iterative regularized policy optimization can be formally recast
as an Expectation-Maximization algorithm for offline policy optimization, where the Expectation step
correponds to a structured variational inference procedure for dynamics. We elaborate it in Appendix



4.2 Offline Reinforcement Learning with Pessimism-Modulated Dynamics Belief

While solving each sub-problem makes prominent update to policy compared with the policy gradient
method, we may need to construct several sub-problems before convergence, then exactly solving
each of them incurs unnecessary computation. For practical consideration, next we introduce a
smooth-evolving reference policy, with which the explicit boundary between sub-problems is blurred.
Based on this reference policy, and by further adopting function approximator, we devise an offline
RL algorithm to approximately maximize J ().

The idea of smooth-evolving reference policy is inspired by the soft-updated target network in deep
RL literature [39) 140]. That is setting the reference policy as a slowly tracked copy of the policy
being optimized. Formally, consider a parameterized policy w4 with the parameter ¢. The reference
policy is set as 4 = g, where ¢’ is the moving average of ¢ : ¢/ + w1 + (1 — wy)¢’. With
small enough w1, the Q-value of the state-action pairs induced by 74 (or its slight variant) can be
sufficiently evaluated, before being used to update the policy. Next, we detail the loss functions to
learn Q-value and policy with neural network approximators.

Denote the parameterized Q-function by )y with the parameter 6. It is trained by minimizing the
Bellman residual of both the AMG and the empirical MDP:

~ 2 ~ 2
LQ(Q) :E(s,a,T)ND’ |:(Q9(Sa CL) 7QAMG(57 a)) :| +E(s,a,s’)~D|:<Q9(s7 a) *QMDP(S; a)) :|; (1)

with
_ , 1
Qamc(s,a) = r(s,a) + y|min|* K, [a log Er,, exp <aQ0/(s’, a’))] , (12)

~ 1
Quoe(s,) = 7(s,a) +7 - alog Ex,, exp (aQef(S',a')>, (13)

where Qg represent the target Q-value softly updated for stability [40], i.e., 8" < waf + (1 — w2)&’,
and D’ is the on-policy data buffer for the AMG. Since the game transition is known, the game can be
executed with multiple counterparts in parallel, and the buffer only collects the latest sample for each
of them. To promote direct learning from D, we also include the Bellman residual of the empirical
MDP in (TI).

As with policy update, Theorem E] states that the optimal policy for J(7;u) is propotional to
u(als) exp (i@}*\, (s, a)). Then, we update 74 by supervisedly learning this policy, with x4 and

Q*N’ 1. replaced by the smooth-evolving reference policy and the learned Q-value:

ey (]3) exp (5Qo(s,-)) 7o(-]s)
E., [exp (1Qo(s,0))] || *

1
=A-E, pup [exp <aQ9(s, a)> log ﬂ'¢(a|s)] + B, (14)

(IN7T¢/

Lp(¢) = Espup [DKL<

where A and B are constant terms. In general, can be replaced by any tractable function that
measures the similarity of distributions. For example, when 7, is Gaussian, we can apply the recent
proposed 5-NLL [41]], in which each data point’s contribution to the negative log-likelihood loss is
weighted by the /3-exponentiated variance to improve learning heteroscedastic behavior.

To summarize, the algorithm alternates between collecting on-policy data samples in AMG and
updating the function approximators. In detail, the latter procedure includes updating the Q-value
with (TI), updating the optimized policy with (T4), and updating the target Q-value as well as the
reference policy with the moving-average rule. The complete algorithm is listed in Appendix D]

5 Experiments

Through the experiments, we aim to answer the following questions: 1) How does the proposed
approach compared to the previous SoTA offline RL algorithms on standard benchmark? 2) How
does the learning process in the AMG connect with the performance change in the original MDP? 3)
Section [3| presents the monotonicity of J(7) over NV and k for any specified , and it is easy to verify
that this statement also holds when considering optimal policy for each setting of (N, k). However,



with neural network approximator, our proposed offline RL algorithm approximately solves the AMG.
Then, how is the monotonicity satisfied in this case?

We consider the Gym domains in the D4RL benchmark [42] to answer these questions. As PMDB
relies on the initial dynamics belief, inserting additional knowledge into the initial dynamics belief
will result in unfair comparison. To avoid that, we consider an uniform distribution over dynamics
model ensembles as the initial belief. The dynamics model ensembles are trained in supervised
manner with the offline dataset. This is similar to previous model-based works [6, 21]], where
the dynamics model ensembles are considered for dynamics uncertainty quantification. Since
hyperparameter tuning for offline RL algorithms requires extra online test for each task, we purposely
keep the same hyperparameters for all tasks, except when answering the last question. Especially,
the hyperparameters in sampling procedure are N = 10 and £ = 2. The more detailed setup for
experiments and hyperparameters can be found in Appendix |G| The code is available onlineE]

5.1 Performance Comparison

We compare the proposed offline RL algorithm with the baselines including: BEAR [5] and BRAC
[7], the model-free approaches based on policy constraint, CQL [9], the model-free approach by
penalizing Q-value, EDAC [13]], the previous SoTA on the D4RL benchmark, MOReL [6], the
model-based approach which terminates the trajectory if the dynamics uncertainty exceeds a certain
degree, and BC, the behavior cloning method. These approaches are evaluated on a total of eighteen
domains involving three environments (hopper, walker2d, halfcheetah) and six dataset types (random,
medium, expert, medium-expert, medium-replay, full-replay) per environment. We use the v2 version
of each dataset.

The results are summarized in Table[T] Our approach PMDB obviously improves over the previous
SoTA on 9 tasks and performs competitively in the rest. Although EDAC achieves better performance
in walker2d with several dataset types, its hyperparameters are tuned individually for each task. The
later experiments on the impact of hyperparameters indicate that larger & or smaller NV could generate
better results for walker2d and halfcheetah. We also find that PMDB significantly outperforms
MOReL, another model-based approach. It is encouraging that our model-based approach achieves
competitive or better performance compared with the SOTA model-free approach, as model-based
approach naturally has better support for multi-task learning and transfer learning, where the offline
data from relevant tasks can be further leveraged.

Task Name | BC BEAR BRAC CQL MOReL EDAC PMDB
hopper-random 3.74+0.6 3.61+3.6 8.14+0.6 53406  38.1+10.1 253£104 32.740.1
hopper-medium 54.1+3.8 55.343.2 77.8+6.1 61.94+64  84.0%17.0 101.6+0.6  106.840.2
hopper-expert 107.7£9.7  39.44+20.5  78.1£52.6  106.54+9.1  80.4+£349  110.110.1 111.7+0.3
hopper-medium-expert 53.9+4.7 66.2£8.5 81.3+£8.0 96.9+15.1 1056482  110.7+0.1 111.8+0.6
hopper-medium-replay 16.6+4.8  57.7£165  62.7+30.4 86.3+£7.3 81.8+£17.0  101.0£0.5 106.210.6
hopper-full-replay 19.9412.9  54.0£24.0 1074405 101.9+£0.6 9444205  105.4+0.7 109.140.2
walker2d-random 1.3+0.1 43+12 1.3+1.4 54+1.7 16.0+7.7 16.6+7.0 21.8+0.1
walker2d-medium 70.94+11.0  59.8£40.0  59.74+39.9 79.54+3.2  72.8%119 92.540.8 94.2+1.1
walker2d-expert 108.7£0.2  110.1£0.6 5524622  109.3+0.1  62.6+£29.9  1151+1.9  1159+1.9
walker2d-medium-expert 90.1£13.2  107.0+2.9 9.3£189  109.1+£0.2 107556  114.7+0.9 111.940.2
walker2d-medium-replay 20.3+9.8 122447  40.14£479  76.8+10.0  40.8420.4 87.1+2.3 79.94£0.2
walker2d-full-replay 68.8+17.7  79.6£15.6 96.942.2 942419  84.8+13.1 99.84+0.7 95.440.7
halfcheetah-random 2.240.0 12.6+1.0 24.34+0.7 31.3£35 38.9+1.8 2844+1.0 378 £0.2
halfcheetah-medium 43.24+0.6 42.840.1 51.940.3 46.94+0.4 60.7+4.4 65.940.6 75.6+ 1.3
halfcheetah-expert 91.8+£1.5 92.6£0.6  39.0+13.8 97.3£1.1 8.4+£11.8 106.8+34 1057+ 1.0
halfcheetah-medium-expert 44.0£1.6 45.7+4.2 52.3%0.1 95.0+1.4  804%11.7 1063£1.9 108.5+0.5
halfcheetah-medium-replay 37.6£2.1 39.440.8 48.6+£0.4 45.3+£0.3 44.5+£5.6 61.3£1.9 71.7+£1.1
halfcheetah-full-replay 62.940.8 60.14+3.2 78.0+0.7 76.940.9 70.1£5.1 84.6+0.9 90.0+0.8
Average | 499 52.4 54.0 73.7 65.1 85.2 88.2

Table 1: Results for D4RL datasets. Each result is the normalized score computed as (score — random policy
score) / (expert policy score — random policy score), £ standard deviation. The score of our proposed approach
is averaged over 4 random seeds, and the results of the baselines are taken from [[13]].

5.2 Learning in Alternating Markov Game

Figure [2] presents the learning curves in the AMG, as well as the received return when deploying
the policy being learned in true MDP. The performance in the AMG closely tracks the true perfor-

3Code is released at https://github.com/huawei-noah/HEBO/tree/master/PMDB| and https://
gitee.com/mindspore/models/tree/master/research/rl/pmdb.
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mance from the lower side, implying that it can act as a reasonable surrogate to evaluate/optimize
performance for the true MDP. Besides, the performance in the AMG improves nearly monotonously,
verifying the effectiveness of the proposed algorithm to approximately solve the game.
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Figure 2: Learning and test curves for medium datasets.

Recall that PMDB does not explicitly quantify dynamics uncertainty to penalize return, Figure 3]
checks how the dynamics uncertainty and the Q-value of visited state-action pairs change during the
learning process. The uncertainty is measured by the logarithm of standard deviation of the predicted
means from the N dynamics samples, i.e., log (std (E.[s']; 7 € T)). The policy being learned is
periodically tested in the AMG for ten trials, and we collect the whole ten trajectories of state-action
pairs. The solid curves in Figure 3] denote the mean uncertainty and Q-value over the collected pairs,
and shaded regions denote the standard deviation. From the results, the dynamics uncertainty first
sharply decreases and then keeps a slowly increasing trend. Besides, in the long-term view, the
Q-value is correlated with the degree of uncertainty negatively in the first phase and positively in the
second phase. This indicates that the policy first moves to the in-distribution region and then tries to
get away by resorting to the generalization of dynamics model.
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Figure 3: Change on the dynamics uncertainty and Q-value of the encountered state-action pairs during learning
process. The dynamics uncertainty of state-action pair (s, a) is measured by log (std (ETHS,a) [s'];7 € T))

In Figure [3] we also notice that the large dip of Q-value is accompanied with the sudden raise of
dynamics uncertainty. We suspect this is due to the optimized policy being far from the dataset.
We try to verify by checking the maximal return covered by the offline dataset. It shows that the
maximal normalized returns provided by offline datasets are 99.6, 92.0 and 45.0 respectively for
hopper, walker2d and halfcheetah, while the proposed approach achieves 106.8, 94.2 and 75.6. The
policy optimization is more significant for halfcheetah (where we observe the large dip), indicating
the policy should move further from the dataset.

The above finding also explains why the AMG performance in Figure 2] runs into large dip only
for halfcheetah: with the larger dynamics uncertainty, the secondary player can choose the more
pessimistic transition. However, we want to highlight that it is normal behavior of the proposed algo-
rithm and does not mean instability, as we are handling the alternating Markov game, a specialization
of zero-sum game. Besides, we can see that even when the AMG performance goes down the MDP
performance is still stable.

5.3 Practical Impact of Hyperparameters in Sampling Procedure

Table [2| lists the impact of k. In each setting, we evaluate the learned policy in both the true MDP and
the AMG. The performance in the AMGs improve when increasing k. This is consistent with the
theoretical result, even that we approximately solve the game. Regarding the performance in true
MDPs, we notice that k = 2 corresponds to the best performance for hopper, but for the others k = 3
is better. This indicates that tuning hyperparameter online can further improve the performance. The
impact of N is presented in Appendix [H] suggesting the opposite monotonicity.



hopper-medium walker2d-medium halfcheetah-medium
k MDP AMG MDP AMG MDP AMG

106.2+0.2  91.6+2.2 82.6+0.5 333+2.6 70.7+£0.8 63.1£0.2
106.8+£0.2 1052+1.6  942+1.1  77.2+£3.7 75.6+13 67.3£1.1
90.8+£17.5 106.6+£2.1 105.1+£0.2 82.5+0.5 77.3+£0.5 70.1+0.2

Table 2: Impact of k, with N = 10.

W -

6 Related Works

Inadequate data coverage is the root of challenge in offline RL. Existing works differ in their
methodology to reacting in face of limited system knowledge.

Model-free offline RL. The prevalent idea is to find policy within the data manifold through
model-free learning. Analogous to online RL, both policy-based and value-based approaches are
devised to this end. Policy-based approaches directly constrain the optimized policy close to the
behavior policy that collects data, via various measurements such as KL divergence [7], MMD [5]
and action deviation [4} [8]]. Value-based approaches instead reflect the policy regularization through
value function. For example, CQL enforces small Q-value for OOD state-action pairs [9]], AlgaeDICE
penalizes return with the f-divergence between optimized and offline state-action distributions [[11]],
and Fisher-BRC proposes a novel parameterization of the Q-value to encourage the generated policy
close to the data [10]]. Our proposed approach is more relevant to the value-based scope, and the
key difference to existing works is that our Q-value is penalized through an adversarial choice of
transition from plausible candidates.

Learning within the data manifold limits the degree to which the policy improves, and recent works
attempt to relieve the restriction. Along the model-free line, EDAC [13]] and PBRL [14] quantify
uncertainty of Q-value via neural network ensemble, and assign penalty to Q-value depending on
the uncertainty degree. In this way, the OOD state-action pairs are touchable if they pose low
uncertainty on Q-value. However, the uncertainty quantification over OOD region highly relies
on how neural network generalizes [[15]. As the prior knowledge of Q-function is hard to acquire
and insert into the neural network, the generalization is unlikely reliable to facilitate meaningful
uncertainty quantification [16].

Model-based offline RI. Model-based approach is widely recognized due to its superior data
efficiency. However, directly optimizing policy based on an offline learned model is vulnerable to
model exploitation [22}43]]. A line of works improve the dynamics learning for seek of robustness
[44] or adaptation [45] to distributional shift. In terms of policy learning, several works extend the
idea from model-free approaches, and constrain the optimized policy close to the behavior policy
when applying the dynamics model for planing [46] or policy optimization [47, |48]]. There are also
recent works incorporating uncertainty quantification of dynamics model to learn policy beyond
data coverage. Especially, MOPO [21]] and MOReL [6] perform policy improvement in states that
may not directly occur in the static offline dataset, but can be predicted by leveraging the power
of generalization. Compared to them, our approach does not explicitly characterize the dynamics
uncertainty as reward penalty. There are also relevant works dealing with model ambiguity in light of
Bayesian decision theory, which are discussed in Appendix [A]

7 Discussion

We proposed model-based offline RL with Pessimism-Modulated Dynamics Belief (PMDB), a
framework to reliably learn policy from offline dataset, with the ability of leveraging dynamics prior
knowledge. Empirically, the proposed approach outperforms the previous SoTA in a wide range
of D4RL tasks. Compared to the previous model-based approaches, we characterize the impact of
dynamics uncertainty through biased sampling from the dynamics belief, which implicitly induces
PMDB. As PMDB is with the form of reweighting an initial dynamics belief, it provides a principled
way to insert prior knowledge via the belief to boost policy learning. However, posing a valuable
dynamics belief for arbitrary task is challenging, as the expert knowledge is not always available.
Besides, an over-aggressive belief may still incur high-risk behavior in reality. Encouragingly, recent
works have done active research to learn data-driven prior from relevant tasks. We believe that
integrating them as well as developing safe criterion to design/learn dynamics belief would further
promote practical deployment of offline RL.
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Checklist

Please do not modify the questions and only use the provided macros for your answers. Note that the
Checklist section does not count towards the page limit. In your paper, please delete this instructions
block and only keep the Checklist section heading above along with the questions/answers below.

1. For all authors...
(a) Do the main claims made in the abstract and introduction accurately reflect the paper’s
contributions and scope? [Yes]

(b) Did you describe the limitations of your work? [Yes] See Section[7]and Appendix [D]
we also point out the possible future directions to improve.

(c) Did you discuss any potential negative societal impacts of your work? [Yes] See
Section[7]

(d) Have you read the ethics review guidelines and ensured that your paper conforms to
them? [Yes]
2. If you are including theoretical results...

(a) Did you state the full set of assumptions of all theoretical results? [Yes]
(b) Did you include complete proofs of all theoretical results? [Yes] See Appendix [B]
3. If you ran experiments...
(a) Did you include the code, data, and instructions needed to reproduce the main experi-
mental results (either in the supplemental material or as a URL)? [Yes]

(b) Did you specify all the training details (e.g., data splits, hyperparameters, how they
were chosen)? [Yes] See Appendix [G]

(c) Did you report error bars (e.g., with respect to the random seed after running experi-
ments multiple times)? [Yes]

(d) Did you include the total amount of compute and the type of resources used (e.g., type
of GPUs, internal cluster, or cloud provider)? [Yes] See Appendix
4. If you are using existing assets (e.g., code, data, models) or curating/releasing new assets...

(a) If your work uses existing assets, did you cite the creators? [Yes] See Section 3]

(b) Did you mention the license of the assets? [Yes]

(c) Did you include any new assets either in the supplemental material or as a URL?

(d) Did you discuss whether and how consent was obtained from people whose data you’re
using/curating? [N/A]

(e) Did you discuss whether the data you are using/curating contains personally identifiable
information or offensive content? [N/A |

5. If you used crowdsourcing or conducted research with human subjects...

(a) Did you include the full text of instructions given to participants and screenshots, if
applicable? [N/A]

(b) Did you describe any potential participant risks, with links to Institutional Review
Board (IRB) approvals, if applicable? [N/A ]

(c) Did you include the estimated hourly wage paid to participants and the total amount
spent on participant compensation? [N/A ]
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A Additional Related Works

Robust MDP and CVaR Criterion Bayesian decision theory provides a principled formalism for
decision making under uncertainty. Robust MDP [23| [24]], Conditional Value at Risk (CVaR) [49]
and our proposed criterion can be deemed as the specializations of Bayesian decision theory, but
derived from different principles and with different properties.

Robust MDP is proposed as a surrogate to optimize the percentile performance. Early works mainly
focus on the algorithmic design and theoretical analysis in the tabular case [23| 24] or under linear
function approximation [50]. Recently, it has also been extended to continuous action spaces and
nonlinear cases, by integrating the advances of deep RL [51} 152]. Meanwhile, a variety of works
generalize the uncertainty in regard to system disturbance [53] and action disturbance [54} [55].
Although robust MDP produces robust policy, it purely focuses on the percentile performance, and
ignoring the other possibilities is reported to be over-conservative [25-H27]].

CVaR instead considers the average performance of the worst d-fraction possibilities. Despite
involving more information about the stochasticity, CVaR is still solely from the pessimistic view.
Recent works propose to improve by maximizing the convex combination of mean performance
and CVaR [235]], or maximizing mean performance under CVaR constraint [56]]. However, they are
intractable regarding policy optimization, i.e., proved as an NP-hard problem or relying on heuristic.
As comparison, the proposed AMG formulation presents an alternative way to tackle the entire
spectrum of plausible transitions while also give more attention on the pessimistic parts. Besides, the
policy optimization is with theoretical guarantee.

Apart from offline RL, Bayesian decision theory is also applied in other RL settings. Particularly,
Bayesian RL considers that new observations are continually received and utilized to make adaptive
decision. The goal of Bayesian RL is to fast explore and adapt, while that of offline RL is to
sufficiently exploit the offline dataset to generate the best-effort policy supported or surrounded by
the dataset. Recently, Bayesian robust RL [57] integrates the idea of robust MDP in the setting of
Bayesian RL, where the uncertainty set is constructed to produce robust policy, and will be updated
upon new observations to alleviate the degree of conservativeness. Besides, CVaR criterion is also
considered in Bayesian RL [58]].

B Theorem Proof

We first present and prove the fundamental inequalities applied to prove the main theorem, and then
present the proofs for Sections [3| and [4] respectively. For conciseness, the subscripts N, k are omitted
in Q-value and Bellman backup operator when clear from the context.

B.1 Preliminaries

Lemma 1. Let |min |¥ z; denote the kth minimum in {x;}, then

where N is the size of both {x;} and {y;}.

Proof of Lemmall} Denote i* = arg|min|? z; and j* = arg|min|? y;. Next, we prove the first
inequality. The proof is done by dividing into two cases.

Case 1: y;= > y;=

It is easy to check

LmiHJf T; — Lminjf Yi = Tox — Yjr = Tix — Yir 2> lein (i — i) -

Case 2: ;= < y;~

We prove by contradiction. Let S, = { arg|min|tz; |1 =1,2,-- k- 1}. Assume
Ys < Yj=, Vs S,
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Since y;~ is the kth minimum, the above assumption implies S, C S,. Meanwhile, according to
the condition of case 2, i* € S,. Put these together, we have {i*} US,; C S,. According to the
definition of *, we know i* ¢ S,. This concludes that S, has at least k elements, contradicting with
its definition.

Thus,

d5€ S, 1 ys > yj-.
By applying the above inequality and x5 < x;~, we have
|min|¥ z; — [min|¥ y; = 2 — y;r > 25— ys > ml_in (zi — i) -

¥ 2; — |min|¥ y, for both cases.

In summary, we have min; (z; — y;) < |min|;

The second inequality can be proved by resorting to the first one. By respectively replacing x; and y;
with —z; and —y; in first inequality, we obtain
min (—a; +y;) < [min]§ (—a;) — [min]} (<),

which can be rewritten as

mas (a; — ) > —([min] (~;) — [min] ¥ (~)

= |min|N7F 2; — [min| N F y;,
where the last equation is due to |min|* (—z;) = —|min|Y " ;. As the above inequalities holds

forany k € {1,2,--- N}, we can replace N — k by k, and this is right the second inequality in
Lemmal[ll

O
Corollary 1.
[Lonin ¥ i — [min ) 3] < max o, — gl V=12, N,
K3

Proof of Corollary[I} The inequality can be attained through simple derivation based on Lemmal|[T]
ie.,

|min |} z; — [min]} y; > min (T —yi) > miin(— lzi —yil) = —miaX|$i — il

and

[min]f @; — [min]{ y; < max (z; — ;) < max |z; — yi.
K3 7

Put them together, we obtain

|min]} 2; — [min|¥ y;| < max |z — yil -
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B.2 Proofs for Section
Proof of Theorem([I} Let Q1 and ()2 be two arbitrary Q function, then
1B7Q1 — B"Q2

Epy [LminjfeTEr,w (@1 (s, a/)ﬂ — Epy [LminﬁeTErm [@Qa(s', a’)ﬂ ‘

= ymax
s,a

= ymax
s,a

By | Linf e [Q1(6'0)] = ninlfer - Q206 ) ‘

< ymax <IEP1TV (min)¥c 7B [Q1(s',a')] — [min)*c7E. [Q2(5, )] D

<~vmax | E max
=9 e < M[TGT

Er[Q1(s',a") — Qa(s',a')] ’D
< 7 max (EP¥”Q1 - Q2Hoo>

= ’)/HQ]. - Q2HOO)

where the second inequality is due to Corollary[I} Thus, the pessimistic Bellman update operator B”™
is a contraction mapping.

After convergence, it is easy to check J(7) = E,; » [Q”(smao)} by recursively unfolding Q-
function. O

Proof of Theorem 2] For conciseness, in this proof we drop the superscript sa in 7°¢, P5* and ﬁ"}“

The proof is based on the definition and the probability density function of order statistic [S9]. For any
random variables X1, X5, - - - , X}, their kth order statistic is defined as | min | Z {1, N}Xn, which
is another random variable. Particularly, when X, X5, -- , Xy are independent and identically
distributed following a probability density function P(z), the order statistic is with the probability
density function

Py k() = (k—l)]'\(]]'\f—k)' P(x) [F(x)]k_l [1 - F(x)}N_k,
.C !

where F'(z) is the cumulative distribution corresponding to P(x).

Let g(7) = E - [Q™(s',a’)] for short. As 7 is random following the belief distribution, g as the
functional of 7 is also a random variable. Its sample can be drawn by

g=9(r), 7~Pp(r).
As the elements in 7 are independent and identically distributed samples from Pr(7), the elements

inG = {g(7) | T € T} are also independent and identically distributed. Thus, | min | ’;Eg g is their
kth order statistic, and we have

Epy I_mian—eTg(T)} = Epy [Lmiﬂjljeg 9} = /O; Pyk(9)gdg

=¢ [ #Fe) T [1- Flo) "o,

= C’[ [/7‘:9(7’)g Py (7)dv(T)

e / / Pr(r)[F(g)]" ' [1 - F(g)]" " gdv(7)dg,
—oo J Tig(T)=yg
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[F(e)]* ' [1 = F(g)] " gdg,




Yo / / Pr(r)[F(9)]* ' [L = F(9)]" " gdgdu(r),
T J g=g(1)

k—1 N—k
:/CPT(T)[F(g(T))} [1—F(g(r))] g(7)dv(r)

T

Pr(r)

=Esz_[9(7)],

where v/(7) is the reference measure based on which the belief distribution P2 is defined, and the
equation (x) is obtained by exchanging the orders of integration. The above equation can rewritten as

Epy | lmin ) erBrr [Q(,0')] | = B5, Brr [Q(s', )]

Taking this into consideration, the pessimistic Bellman backup operator in (6] is exactly the vanilla
Bellman backup operator for the MDP with transition probability T'(s'|s,a) = Eg_ [7(s")]. Then,
evaluating/optimizing policy in the AMG is equivalent to evaluating/optimizing in this MDP.

To prove the property of w, we treat it as a composite function with form of w (F (x)) Then, the
derivative of w over F'is

ow 92 —k—1
ﬁ:F’“ (1-F)N* 1 (k-1)— (N -1)F]. (15)

It is easy to check that g—? > 0for F < % and g—? < O0for F > % Thus, w(F') reaches the
maximum at F' = % Besides, as F(+) is the PDF of z, it monotonically increases with 2. Put
the monotonicity of w and F’ together, we know w(F(x)) first increases, then decreases with 2 and

achieves the maximimum at z* = F~! (%) O

Lemma 2 (Monotonicity of Pessimistic Bellman Backup Operator). Assume that Q1 > Q2 holds
element-wisely, then B™ Q1 > B™ Q2 element-wisely.
Proof of Lemma

B™Q1(s,a) — B"Q2(s, a)

= vEpy {LminJﬁeT]ET,ﬂ [Q1(s',a)] — [min|k 7B, - [Q2(5, a')]

> Epy {géi;ET,ﬂ (Q1(s',a") — Qa(5", )]

>0, Vs, a,
where the first inequality is due to LemmalI] O
ProofofTheoremE] It is sufficient to prove ng,k+1 > Q}{,’k, Q%ﬂ,k < Q}{,’k and Q}T\,H’Nﬂ >
QN n element-wisely. The idea is to first show BY Q% = QR ks By i1 QN x < Qv and

By i1.nv+1QN n = @F n- Then, the proof can be finished by recursively applying Lemma@ for
example:

. n
QN k1= nlggo (B ps1)” Qg = -+ 2 BYpn Qi = Qe
Next, we prove the three inequalities in sequence.
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Bk +1@Nk = @i

%,kHQTz{r,k(S’ a)

=r(s,a) +7Epn {Lminj M B [ QR (s a')]}

> (s, ) +1Epy [meyﬁngﬂﬁ Q% (s a')ﬂ

= B]T(/,kQ;:f,k(‘S) CL)

= Q?-V,k(saa)7 V&a,

BRi14Qhs < Qi
7v+1,kQ7JTV,k(3a a)

=r(s,a) + VETNP¥+1 {Lminng—ﬂimr [Q’TN,k(sl, a')ﬂ

=r(s,a) + VEr py

Erwpr |:|_minj ']ﬁeT/u{'r’}]ET,fr [Q%,k(s/a a/)]:| ]

< (5:0) 4 1Brapy | Lniner By Q)
= B?\/’,k@?\f,k(& a’)

= Q%,k(‘s?a)a VS,&,

where we divide the (N + 1)-size set 7 into 7" and {7'}, 7" contains the first N elements and 7’ is
the last element. The second equality is due to the independence among the set elements.

Bl v 1@y > Qfn|

BXI+1,N+1QT]§I,N(37 a)

— E 1 ETW T /’ /
r(s,a) +7 TopN* {ITnea%( QN (s a)]]

r(s,a) + ’)/ET/NP¥

ET/NPT[ max ET7W[Q7I§,7k(s’,a’)]”

TeT'U{r'}

v

r(s,a) + 7ET/~P¥ {gg?g E:r [Q%,k(sla a’)]}

= B%,kQKi,k(& a)

= Q%,k(sva)v Vs, a,

B.3 Proofs for Section 4

Analogous to the policy evaluation for non-regularized case, we define the KL-regularized Bellman
update operator for a given policy 7 by

B54Q(ss) = r(5,0) + 1Bz | Lminlter B Q00— @D (1) || 1) | 10

It is easy to check all proofs in last subsection adapt well for the KL-regularized case. We state the
corresponding theorems and lemma as below, and apply them to prove the theorems in Section A}

Theorem 6 (Policy Evaluation for KL-Regularized AMG). The regularized (N, k)-pessimistic
Bellman backup operator B}{,’ i IS a contraction mapping. By starting from any function @ : S x

A — R and repeatedly applying B}{,’k, the sequence converges to QX, & With which we have

J(msp) = Epy r [QKLIC(SO’CLO) —aDxw(7(]s0) || /~L('|So))]-
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Theorem 7 (Equivalent KL-Regularized MDP with Pessimism-Modulated Dynamics Belief). The
KL-regularized alternating Markov game in (O) is equivalent to the KL-regularized MDP with tuple

(S, A, f, r, po, ), where the transition probability T(s’|3, a) = ]EH~M [T5%(s")] is defined with the
reweighted belief distribution P3¢ :

By (r) o w(Ereo o [ QR (', 0)] s b, NV ) B3 (77, )
w(zsk, N) = [F(@)]" 1= Fa)) " ", (18)

and F (-) is cumulative density function. Furthermore, the value of w(x; k, N) first increases and
then decreases with x, and its maximum is obtained at the % quantile, i.e., x* = F -1 )
Similar to the non-regularized case, the reweighting factor w reshapes the initial belief distribution
towards being pessimistic in terms of E; . [QR, L(s',a)].

Lemma 3 (Monotonicity of Regularized Pessimistic Bellman Backup Operator). Assume that
Q1 = Q2 holds element-wisely, then BY; Q1 > B Q2 element-wisely.

Theorem 8 (Monotonicity in Regularized Alternating Markov Game). The converged Q-function
QYN 1. are with the following properties:

* Given any k, the Q-function Q}(, i element-wisely decreases with N € {k,k+1,---}.
* Given any N, the Q-function Q}{, i element-wisely increases with k € {1,2,--- | N}.

* The Q-function Q}(,, N element-wisely increases with N.

Proof of Theoremd} The proof of contraction mapping basically follows the same steps in proof of
Theorem[I]Let Q; and Q2 be two arbitrary Q function.

1B Q1 = B"Qe ||,
Epy [Lmin]’jeT]ET [a logE,, exp (1621(8’,(1’))]
T a

= ymax
s,a

— |min|*_+E, [a logE, exp( Qa(s',a") } H

< ymax (]EPN
s,a T

)
|min|*_+E, [alogE#exp< Q1(s',d) )]
)

— |min|¥+E, {alogE# exp( Q2(s',d’ } |>

E. |:oz logE,, exp (;Ql(sf’a/)ﬂ —-E, {alogﬂi“ exp (;QQ(S”a/)ﬂ H)
E, {a logE,, exp (in(s’,a’)> —alogE, exp (;QQ(S/’G/)>} H)

< ymax (Epy Q1 — Qall. )
=7 HQI - Q2||oo ’

where the second inequality is obtained with Corollary [ and the last inequality is due to

|alogE, exp (£Q1(s,a)) — alogE, exp (£Qa(s,a)) || < |Q1 — Q2. We present its proof
by following [34]

< ymax <]E]P>N
s,a T

max
TET

= 7y max (EPN
s,a T

max
TET

Suppose € = ||Q1 — Q2] o, then
1 1
alogE, exp (Ql(s, a)) < alogE, exp (Qg(s, a) + 6)
@ a o

1
= alogE, exp (aQZ(S’ a)) + €.
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Similarly, alogE, exp (2Q1(s,a)) > alogE, exp (2Q2(s,a)) — €. The desired inequality is
proved by putting them together.

Next, we prove 7*(als) o< pu(als) exp (2Q*(s,a)) is the optimal policy for J(m; 41).
First, for any policy 7/,

B*Q™ (s,a)

= T(Sv a) + VEP¥

Q| =

min|*_+E, |alogE, ex
L JTET gL, p

Q”'(s’,a’)>H

Q7 ()

u(-|s') exp 2Q (s, )
E/L €Xp (é@w (5/’ a/))

— r(s,a) + vEpy | [min)¥ e E,

QI+

alogE, exp

— min a Dk, (ﬂ(-|s’)

LminyﬁeTIET {mfrix (EW [Q”/(S/, a/)] — aDxgq, (77('|5/) H /~‘(|3/)))H

=r(s,a) + yEpy

> r(s,a) + yEpy

pmin . B, 107 (4,0 ~ @D (1) | u(-IS'))H
= BTHQW,(& Cl)
= Q”/(s, a), Vs, a.

By applying Lemma 3] recursively, we obtain

Q*(s,a) = lim (B*)" Q" (s,a) > > B*Q" (s,a) > Q" (s,a), Vs,a.  (19)

n—0o0

Besides,
B™Q(s,a)

r(s.0) 4 9By [ Ll B e[ Q') — @i (7 (1) | 49|

=7(s,a) +7Epy [LminJ’igfrEr [a log Ey, exp (;Q*(SC a'))”
=Q"(s,a),  Vs,a.

By repeatedly applying B™" to the above equation, we obtain

Qﬁ*(s,a) = lim (Eﬁ*)n Q*(s,a) =--- = B%*Q*(s,a) = Q*(s,a), Vs,a. (20)

n—00
By combining equations (I9) and (20), we have
Q™ (s,a) > Q" (s,a), Vr',Vs,a. (21)
Finally, by expanding .J as stated in Theorem@and applying (21), the proof is completed
J(@5 1) = Epg ze {Qﬁ* (s0,a0) — aDxr (7*(-|s0) || N('|80))}
> By - [ @ (50, a0) — D, (7 (1s0) || 1:150))]

> Eyg [Qﬂ/(so,ao) —aDkL (7T/('|50) H M('|50))]
=J(r';p), v
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Proof of Theorem 5] We first prove J(m;1) > J(m;). As the iteration requires J(mip1;m) >
J(m;m;) = J(m;), it is sufficient to prove J(m; 1) > J(mi+1; ;). We do that by showing Q7+t >
Q™+ element-wisely.

First,
Bri+1 Qm+1 (s, a) _ Qﬂ'i-H (8’ a)
— BT+t Qm+1 (57(1) — BTit1 Q’”“(s, a)

— ey |y B [0 (5100

By | Iminf B, [Q7 (501 — aDia (rona (1) | 1)

> yEpy :mrinET [aDKL(Fi+1('|S/) | m('|5/))H

>0, Vs, a, (22)

where the first inequality is due to Lemmal[I] the second inequality is due to the non-negativity of
KL-divergence.

Then, by recursively applying Lemma 2] we obtain
QT (s,a) = nh_)n;o (B™+1)" Qi+ (s,a) > -+ > BTH1Q™iH (s,a) > QT+ (s,a), Vs, a.
(23)
By substituting into J(7;41) and J(7;41; 7;), we have
J(7r2-+1) EPO,’I\'1+1 Qi (50 aO)
> Epymiis @7 (80, a0)
> Epp,mips [@Q7 (50, a0) — aDxr(mir1(:[s0) || mi(-[50))]
= J(Tiy15 7). (24)
To summarize, the proof is done via J (7, 41) > J(miy1;m) > J(mim5) = J(m;).

Next, we consider the special case where {;} are obtained via regularized policy optlmlzatlon in
Theoreml For the (¢ + 1)th step, 741 is the 0pt1ma1 solution for the sub-problem of maximizing

J(m; ;). Thus, according to ZI), Q™+ (s,a) > Q™ (s,a),Vx’, Vs, a. For ' = m;, the KL term in
Q-value vanishes and we have Q™+ (s,a) > Q™ (s,a). By combining it with (23)), we obtain

Q4 (s,0) > QT (s,0) > Q7 (s,a), Vs,a. (25)

Then, the boundness of () indicates the existence of lim;_,, @™ (s, a) and also lim;_,o, Q™ (s,a) =
lim; 00 Q™ (8, a), Vs, a.

For any s, a,a’ satisfying lim; o, Q™ (s, a) > lim;_,o, Qi (s, a’), it satisfies lim;_, o, Q™ (s,a) >
lim; o, Q™i(s,a’). Thus,

IN,e>0 Vj>N:Q"(s,a)— Q™ (s,a') > e. (26)
According to Theorem the updated policy is with form olﬂ
1~
mi(als) o< m;i—1(als) exp (Q’”(s,a)).
!
Then, the policy ratio can be rewritten and bounded as

m;(als) _ mn(als) exp i Q" (s,a) — Q™ (s,a’) - 7y (als) exp (i—N€> Vi > N
o >

mi(a'ls) 7w (d']s) = et ~ wn(a']s)

(27)
With the prerequisite of my(als) > 0,Vs,a and the form of policy update, we know 7y (al|s) >
0,Vs, a, and further = ((S/IF) > 0. Then, as ¢ approaches infinity in (Z7)), we obtain :i((;,l‘?) — o0, O
4Strictly speaking, Theorem E| shows 7*(als) o p(als)exp (2Qx (s, a)). Besides, we have shown

Q’;{, (s,a) = Q?Vk(s7 a) in Z0). Thus, 7*(a|s) o< p(als) exp (é@}{;k(& a)).
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C Iterative Regularized Policy Optimization as Expectation—-Maximization
with Structured Variational Posterior

This section recasts the iterative regularized policy optimization as an Expectation-Maximization
algorithm for policy optimization, where the Expectation step corresponds to a structured variational
inference procedure for dynamics. To simplify the presentation, we consider the L-length horizon
and let v = 1 (thus omitted in the derivation). For infinite horizon L. — oo, the discounted factor
~ can be readily recovered by modifying the transition dynamics, such that any action produces a
transition into an terminal state with probability 1 — ~.

C.1 Review of RL as Probabilistic Inference

We first review the general framework of casting RL as probabilistic @ 9 @
inference [60]. It starts by embedding the MDP into a probabilistic
graphical model, as shown in Figure[d] Apart from the basic elements
in MDP, an additional binary random variable O; is introduced, @ @ @
where O; = 1 denotes that the action at time step ¢ is optimal, and

O; = 0 denotes the suboptimality. Its distribution is defined asf] @ @ @
7”(825, at) F 4 e . .
O, = 1lsy.a:) = exp | ——= 28 1gure 4: Probabilistic graphical
PO l5t,a1) P < « >’ 8) model for RL as inference.

where « is the hyperparameter. As we focus on the optimality, in the following we drop = 1 and
use O; to denote O; = 1 for conciseness. The remaining random variables in the probabilistic
graphical model are s; and a;, whose distributions are defined by the system dynamics pg(s) and
T(s'|s,a) as well as a reference policy u(als). Then, the joint distribution over all random variables
fort € {1,2,---, L} can be written as

-1 L
P (s0:1., a0:, Oo:.) = po(s0) - [ [ T(seralse, ar)uarls:) - plarlsp) exp (Z T(Sta’at)) (29)

t=0 t=0

Regarding optimal control, a natural question to ask is what the trajectory should be like given the
optimality over all time steps. This raises the posterior inference of P (sg.,, ao.1,|Oo.1.). According
to d-separation, the exact posterior follows the form of

L—-1

P (s0:1,a0:0|O0:1.) = P(s0]|O0:1.) - H P(s¢y1]st, as, Oo.r)P(ai]se, Oo.r) - Plar|sr, Oo.L).
=0
(30

Notice that the dynamics posterior P(sg|Op.1,) and P(s¢41]|s¢, at, Oo.1.) depends on O.r,, and in
fact their concrete mathematical expressions are inconsistent with those of the system dynamics
po(so) and T'(s¢41]s¢, at) [60]. This essentially poses the assumption that the dynamics itself can be
controlled when referring to the optimality, unpractical in general.

Variational inference can be applied to correct this issue. Concretely, define the variational approxi-
mation to the exact posterior by

L-1

P (s0: a0:.) = po(s0) -+ | [ T(seslse, ar)m(aclsy) - m(arsp). 31
t=0

Its difference to (30) is enforcing the dynamics posterior to match the practical one. Under this
structure, the variational posterior can be adjusted by optimizing 7 to best approximate the exact

5 Assume the reward function is non-positive such that the probability is not larger than one. If the assumption
is unsatisfied, we can subtract the reward function by its maximum, without changing the optimal policy.
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posterior. The optimization is executed under measure of KL divergence, i.e.,

~ ~ P (s0.1., ao.
DKL (]P (SO:La aO:L) H P(SO:LvaO:L|OO:L)) :/v]P> (SO:La aO:L) log ]P)(S;LO':O.LTé;L)dSO;LdG,O:L
= /HAD(SO:L,GO:L)IOg I@(So:bao:m dso..dag.r, +10gP(Oo.1.)
P (so.z,a0:z, Oo:1.)
L r(st, at) m(at|st)
=E, 1r SR il R 2R P tt)+loIP>(’).
ot [; ( o T uafsg )| e
1 L
= E]Epo’Tm [Z ( —r(s¢, ar) + aDkr, (7r(|st) H u(|st))> +1logP(Oo.1.), (32)
t=0

where the third equation is obtained by substituting (29) and (BI). As the second term in (32) is
constant, minimizing the above KL divergence is equivalent to maximize the cumulative reward with
policy regularizer. Several fascinating online RL methods can be treated as algorithmic instances
based on this framework [34, 35]].

To summarize, the structured variational posterior with form (31)) is vital to ensure the inferred policy
meaningful in the actual environment.

C.2 Pessimism-Modulated Dynamics Belief as Structured Variational Posterior

The probabilistic graphical model is previously devised for
online RL. In offline setting, the environment can not be
interacted to minimize (32). A straightforward modification
to reflect this is to add the transition dynamics as a random
variable in the graph, as shown in Figure 5] We assume
the transition follows a predefined belief distribution, i.e.,
P3¢ (75%) introduced in Subsection[3.1] To make its depen-
dence on (s, a) explicit, let Py (7°%|s, a) redenote P5%(75%).
For conciseness, we drop the superscript sa in 7°¢ in the

Figure 5: Probabilistic graphical model
for offline RL as inference.

remainder.
The joint distribution over all random variables in Figure [5|for ¢t € {1,2,--- , L} can be written as
L—1
P (s0:1., a0:, T0:-1, Qi) = po(s0) - [ [ Pr(melse, ae)7i(segr)plarlsy)
t=0
-p(ar|sy) exp (i: W) (33)
=0 ¢

Similar to online setting, we wonder what the trajectory should be like given the optimality over
all time steps. By examining the conditional independence in the probabilistic graphical model, the
exact posterior follows the form of

L1
P ($0:1, a0:, To:.-1|O0:.) = P(s0|O0:) - [ [ P(7els, ar, Oo.L)P(s14117¢, Oo:L)P(as]se, Oo.L.)
=0
Plar|sr, Oo.L)- (34)

Unsurprisingly, so.7 and 7.7 again depend on Oy.r,, indicating that the system transition and its
belief can be controlled when referring to optimality. In other words, it leads to over-optimistic
inference.

To emphasize pessimism, we define a novel structured variational posterior:
L-1

P (0:, a0:, 0:-1) = po(s0) - | [ Pr(rielse, ar)me(seqr)m(arlss) - m(arlsy), (35)
t=0
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with P being the Pessimism-Modulated Dynamics Belief (PMDB) constructed via the KL-regularized
AMG (see Theorem [7):

Pr(rls.a) o< w(Era [QR (s, )]s ko N )Pr(rls,a), (36)

k—1 N—k
[

w(z;k,N) = [F(x)] 1— F(x)] , 37

F(-) is cumulative density function and Q‘I]:/k is the Q-value for the KL-regularized AMG.
As discussed, w reshapes the initial belief distribution towards being pessimistic in terms of

ET,TI’ [QﬂN’k(Slv a/)} .

It seems that we need to solve the AMG to obtain Q}{, i and further define IF’T. In fact, Q}([ i 1S
also the Q-value for the MDP considered in (35). This can be verified by checking Theorem[7} the
KL-regularized AMG is equivalent to the MDP with transition 7'(s'|s, a) = Eg_[7(s")], which can

be implemented by sampling first 7 ~ P and then s’ ~ 7, right the procedure in B3).

To best approximate the exact posterior, we optimize the variational posterior by minimizing

Dy, (]IAD(SO:LaaO;L,To:LA) H P(SO:LaaO:LaTO:L71|OO:L)>

P (so:1., @o:L, T0:L—1)
S0:1, @0:1, T0:.—1|Qo:1.)

-~

P (s0:L,a0:L, To:L—1)
S0:L, @0:L, T0:L—1, OO;L)

S [ZL: (—(a) + Dy (|51 | u<~|st>)) ]

P (so:L, @o:1, To:—1) log By dso.rdao.r

P (50:1.5 @0:1, To:L—1) log Py dso..dag.r, +10g P(Oy.1.)

I
B — —

t=0
M (7;p)
L—1 )
+E, Frrop i lz logw(Em7T [QN & (St41, ae41) |5 K, N) +(L—-1) logC
=0
© M(rp) + (L —1)-logC
L-1 )
+ Z Epoy‘ffaﬁ;T [ETU’W,@T o [ETtlyw’ﬁT [log v <ETt’7T [Q%’k(8t+l’ at+l)] ks N)‘| 11
t=0
~ M(mypu)+ (L—1) - (logC" +log C), (38)

where the equation (x) is by unfolding the expectation sequentially over each step, C' = %

CYk—1l(nN_p\N—Fk | X
is the normalization constant in (36), and ¢’ = & 12 N_SVN,’? is used to approximate w. To

clarify the approximation, recall Theorem stating that a sample 7 ~ @T can be equivalently drawn
by finding 7, = arg|min|% - B+ « Q% (Si11,ar41) | based on another sampling procedure 7; =
{T}" ~ PX. Then, given T;, we observe that E., [Q;‘;Lk(StJrl, at+1):| is the empirical % quantile
of the random variable E, [QF x(st+1,a:41)], ie., F (En,ﬂ' [Q’&k(stﬂ, atﬂ)]) ~ £=L. By
substituting into w, we obtain w = C’.

Note that —aM (7; u) is exactly the return of KL-regularized MDP in Theorem By the equivalence

of this KL-regularized MDP and the KL-regularized AMG in (), we have M (m; u) = —@
Thus, minimization of (38) is equivalent to maximization of J(7; ).

C.3 Full Expectation-Maximization Algorithm

In previous subsection, the reference policy p is assumed as a prior, and the optimized policy would
be constrained close to it through KL divergence. In practice, the prior of optimal policy can not
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easily obtained, and a popular methodology to handle this is to learn the prior itself in the data-driven
way, i.e., the principle of empirical Bayes.

The prior learning is done by maximizing the log-marginal likelihood:
L(p) =1logP (Oo:r) = 10g/P(50;L, a0:1,70:2—1, Oo.1.) dso.Ldao..d7o. 1, (39)

where P (so.1, ao., To:,—1, Qo.1) is given in (33). As the log function includes a high-dimensional
integration, evaluating L(u) incurs intensive computation. Expectation-Maximization algorithm
instead considers a lower bound of L(u) to make the evaluation/optimization tractable:

L(p) >logP (Op.1) — Dxr, (@ (50:15 Q0:L TO:L—1) H P(SO:L»GO:L7TO:L71|OO:L)>
= / P (so:L, @0:1., To:1—1) log P (0.1, ao:., T0:.—1, Oo:1.) dso..dao:LdTo.1—1

—H [I@ (30:L7QO:L77'0:L—1)} ) (40)

where the inequality is due to the non-negativity of KL divergence, and P (0.1, @0:L, To:,—1) 1S an
approximation to the exact posterior P (sq.r,, @o.1, To:—1]|Oo:1 ). The lower bound is tighter with
the more exact approximation for the posterior. In previous subsection, we introduce the structured
variational approximation with form of (33) to emphasize pessimism on the transition dynamics.
Although this variational posterior would lead to non-zero KL term, it promotes learning robust policy
as we discussed in previous subsection. Since that the variational posterior is with an adjustable
policy 7, we denote the lower bound by L(u; 7).

By substituting (33)) into (@0, it follows

[ L
Lm) =K, 5 . 1 logp(adse)| +C”
:tzO
=K, 5o 1 Zlog,u(atbt) —log m(as|s;) +log m(arls;)| +C”
:tzO
=B, 5 ron i | 2 —DrL(E(lse) [ 1(:ls) | + €, (@1)
Lt=0

where C” and C"” includes the constant terms irrelevant to p. According to the form of (1)), given
fixed m, the optimal prior policy to maximize L(u; ) is obtained as ;1 = 7. Maximizing the lower
bound is known as Maximization step.

Recall 7 in the variational posterior is adjustable, we can optimize it by minimizing
Dx1, (]P (30:L7 aop.r,, TQ;L,1) ’ ‘ P (SQ;L7 ao:L,T0:L—1 |OO:L)) to tighten the bound. The minimiza-
tion procedure is known as Expectation step. In our case, the minimization problem is exactly the
one discussed in previous subsection.

When repeatedly and alternately applying the Expectation and Maximization steps, the iterative
regularized policy optimization algorithm is recovered. According to Theorem [5] both 7 and
continuously improve regarding the objective function.

D Algorithm and Implementation Details for Model-Based Offline RL with
PMDB

The pseudocode for model-based offline RL with PMDB is presented in Algorithm [T} As py is
unknown in practice, we uniformly sample states from D as the initial {s¢}. In Step 4, the primary
players act according to the non-parametric policy 7, rather than its approximated policy 7. This is
because during learning process 7 is not always trained adequately to approximate 7, then following
g will visit unexpected states. In Step 11, the reference policy 7y is returned as the final policy,
considering that it is more stable than 7.
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Algorithm 1 Model-Based Offline RL with PMDB
Require: D, Py, N, k, M.
1: Approximator initialization: Randomly initialize Q-function Qg(s,a) and policy m4(als);
Initialize target Q-function Qg (s, a) and reference policy 7y (als) with 8’ < 6, ¢’ < ¢.
2: Game initialization: Randomly sample C' states from D, as the initial states for C' paralleled
games {s}.
3: forstept =1,2,--- , M do
4:  Primary players: Sample actions according to

wlals) x o als) exp  £Quts.0) )

bl

Game transitions: Sample candidate sets {7 } according to (3).

6:  Update: Sample a batch of transitions from D, together with the C-size game transitions
{(s,a,T)}, to update 6 and ¢ via one-step gradient descent regarding and (T4).

7:  Secondary players: Determine whether to exploit or explore: with probability of (1 — €),

1
T = arg LminjfeTET {a logE%, exp (QQ9(5/7 a/)>} 7

otherwise randomly choose 7 from 7.

8:  Game transitions: Sample states following {7} to update {s}. For terminal states in {s}, use
random samples from D to replace them.

9:  Moving-average update: Update reference policy and target Q-function with

¢ —wip+ (1 —wi)d,
9 «— UJ29 + (1 — CUQ)Q/.

10: end for
11: return my .

Computing expectation Algorithm[I]involves the computation of expectation. In discrete domains,
the expectation can be computed exactly. In continuous domains, we use Monte Carlo methods to
approximate it. Concretely, for the expectation over states we apply vanilla Monte Carlo sampling,
while for the expectation over actions we apply importance sampling. To elaborate, the expectation

over actions can be written as
p(als) exp (LQ(s, a))]
q(al

E, exp (;Q(Syao = % lE“ oXp (;Q(S’a)) B als)

% > exp<;Q(5,ai)>+ 3 1i(ails) exp (£Q(s, a;)) |

airi(-1s) aima(ls) alails)

%

where ¢ is the proposal distribution.
In Algorithm[1] the above expectation is computed for both s € D and s € D'. For s € D, we choose
q(-|s) = N'(-;a,0I), whereals ~ D,

i.e., the samples are drawn close to the data points, and o? determines how much they keep close.
For example, in Step 6 a batch of {(s, a, ')} are sampled from D to calculate (I4), then we construct
the proposal distribution as above for each (s, a) in the batch. The motivation of drawing actions
near the data samples is to enhance learning in the multi-modal scenario, where the offline dataset D
is collected by mixture of multiple policies. If i is single-modal (say the widely adopted Gaussian
policy) and we solely draw samples from it to approximate the expectation, these samples will be
locally clustered. Then, applying them to update 7y in can be easily get stuck at local optimum.

For s € D', we choose

q(-[s) = 7o (-[s).
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The reason is that 7y is an approximator to the improved policy with higher Q-value, and sampling
from it hopefully reduces variance of the Monte Carlo estimator.

Although applying Monte Carlo methods to approximate the expectation incurs extra computation, all
the operators can be executed in parallel. In the experiments, we use 10 and 20 samples respectively
for the expectations over state and action, and the algorithm is run on a single machine with one
Quadro RTX 6000 GPU. The results show that in average it takes 73.4 s to finish 1k training steps,
and the GPU memory cost is 2.5 GB.

Several future directions regarding the Monte Carlo method are worthy to explore. For example, by
reducing the sample size for the expectation over state, the optimized policy additionally tends to
avoid the risk due to aleatoric uncertainty (while in this work we focus on epistemic uncertainty).
Besides, the computational cost can be reduced by more aggressive Monte Carlo approximation, for
example only using mean action to compute the expectation in terms of policy. We leave these as
future work.

E Choice of Initial Dynamics Belief

In offline setting, extra knowledge is strongly desired to aggressively optimize policy. The initial
dynamics belief provides an interface to absorb the aforehand knowledge of system transition. In
what follows, we illustrate several potential usecases:

* Consider the physical system where the dynamics can be described as mathematical ex-
pression but with uncertain parameter. If we have a narrow distribution over the parameter
(according to expert knowledge or inferred from data), the system is almost known for
certain. Here, both the mathematical expression and narrow distribution provide more
information.

* Consider the case where we know the dynamics is smooth with probability of 0.7 and
periodic with probability of 0.3. Gaussian processes (GPs) with RBF kernel and periodic
kernel can well encode these prior knowledge. Then, the 0.7-0.3 mixture of the two GPs
trained with offline data can act as the dynamics belief to provide more information.

* In the case where multi-task datasets are available, we can train dynamics models using
each of the datasets and assign likelihood ratios to these models. If the likelihood ratio
well reflects the similarity between the concerned task and the offline tasks, the multi-task
datasets promote knowledge.

The performance gain is expected to monotonously increase with the amount of correct knowledge.
As an impractical but intuitive example, with the exact knowledge of system transition (the initial
belief is a delta function), the proposed approach is actually optimizing policy as in real system.

In practice, the expert knowledge is not available everywhere. When unavailable, the best we can
hope for is that the final policy stays close to the dataset, but unnecessary to be fully covered (as we
want to utilize the generalization ability of dynamics model at least around the data). To that end, the
dynamics belief is desired to be certain at the region in distribution of dataset, and turns more and
more uncertain when departing. It has been reported that the simple model ensemble leads to such a
behavior [12]. In this sense, the uniform distribution over learned dynamics ensemble can act as a
quite common belief. In the experiments, we apply it for fair comparison with baseline methods.

F Automatically Adjusting KL Coefficient

In Section [Zi_f], the KL regularizer is introduced to restrict 7y in a small region near 7y, such that
the Q-value can be evaluated sufficiently before policy improvement. Apart from fixing the KL
coefficient o throughout, we provide a strategy to automatically adjust it.

7r¢/(-|s) exp(%Qe(s,-))
Er,, [exp(5Qo(s.0))]
v is to constrain the KL divergence between this policy and 74 smaller than a specified constant, i.e.,
Dt Ty (+|5) exp (2 Qo(s,-))

Er, [exp (5Qo(s,a))]

Note that the optimal policy to minimize Lp in is . The criterion of choosing

w(-ls)) <d. 42)
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Finding « to satisfy the above inequation is intractable, instead we consider a surrogate of the KL

divergence:
DKL<%,(.|S)GXP(iQa(s’.)) 7T¢>'('|S))

EW¢/ [exp (iQ@(Sa a))}

exp éQ (s,a) 1 1
o |5 o G 'a%(‘”)] s [ (Gute)
g 1 . exp (Q%)Q(,(s,a))
o )

By [eXp (%OQQ(S,CL))} “Qo(s,a)| —Er, [Qo(s,a)] |,

where qy is a predefined lower bound of «a.

Then, (@2) can be satisfied by setting
exp (%Qg(s, a))
1
Er,, {eXp (@Qe(sya)

Combining with the predefined lower bound, we choose « as

a = max 1 E op (O%Qe(s’ a))

d ! Er, {exp (%Q@(s,a)

In practice, the expectation can be estimated over Monte Carlo samples. Note that the coefficient can
be computed individually for each state, picking d is hopefully easier than picking « suitable for all
states.

o> E

‘ﬂ'd)/

Ul

)} -Qo(s,a) | —Er,, [Qo(s,a)]

)} Qo(s,a) | —Er, [Qo(s,a)] | ;a0

G Additional Experimental Setup

Task Domains We evaluate the proposed methods and the baselines on eighteen domains involving
three environments (hopper, walker2d, halfcheetah), each with six dataset types. The dataset types
are collected by different policies, denoted by random: a randomly initialized policy, expert: a policy
trained to completion with SAC, medium: a policy trained to approximately 1/3 the performance of
the expert, medium-expert: 50-50 mixture of medium and expert data, medium-replay: the replay
buffer of a policy trained up to the performance of the medium agent, full-replay: the replay buffer of
a policy trained up to the performance of the expert agent.

Dynamics Belief We adopt an uniform distribution over dynamics model ensemble as the initial
belief. The ensemble contains 100 neural networks, each is with 4 hidden layers and 256 hidden units
per layer. All the neural networks are trained independently with the sample dataset D and in parallel.
The training process stops after the average training loss does not change obviously. Specifically, the
number of epochs for hopper-random and walker2d-medium are 2000, and those for other tasks are
1000. Note that the level of pessimism depends on the candidate size N (= 10 by default), rather
than the ensemble size.

Policy Network and Q Network The policy network is with 3 hidden layers and 256 hidden units
per layer. It outputs the mean and the diagonal variance for a Gaussian distribution, which is then
transformed via tanh function to generate the policy. When evaluating our approach, we apply the
deterministic policy, where the action is the tanh transformation of the Gaussian mean. The Q network
is with the same architecture as the policy network except the output layer. Similar to existing RL
approaches [35]], we make use of two Q networks and apply the minimum of them for calculation in
Algorithm [T} in order to mitigate over-estimation when learning in the AMG. The policy learning
stops after the performance in AMG does not change obviously. Specifically, the gradient steps for
walker2d-random, halfcheetah-random and hopper with all dataset types are 1 million, and those for
other tasks are 2 millon.
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Hyperparameters We list the detailed hyperparameters in Table

Parameter | Value
dynamics learning rate 1074
policy learning rate 3-107°
Q-value learning rate 3-1074
discounted factor () 0.99
smoothing coefficient for policy (wq) 107°
smoothing coefficient for Q-value (ws) 5-1073
Exploration ratio for secondary player (¢) | 0.1

KL coefficient (o) 0.1
variance for important sampling (o) 0.01
Batch size for dynamics learning 256
Batch size for AMG and MDP 128
Maximal horizon of AMG 1000

Table 3: Hyperparameters

H Practical Impact of NV

Table [dlists the impact of N. The performance in the AMGs improve when decreasing k. Regarding
the performance in true MDPs, we notice that N = 15 corresponds to the best performance for
hopper, but for the others N = 5 is better.

hopper-medium walker2d-medium halfcheetah-medium
N MDP AMG MDP AMG MDP AMG

5 9024254 108.6+2.2 112.7£09 101.7£5.7 79.8+£04 69.5£1.6
10 106.8+£0.2 105.2+1.6 94.2+1.1 772437 75613 67.3+£1.1
15 107302 103.1£1.8 92.1£0.3 68.3+6.7 754+04 63.2+23

Table 4: Impact of N, with k = 2.

I Ablation of Randomness of 7

Compared to the standard Bellman backup operator in Q-learning, the proposed one additionally
includes the expectation over 7 ~ 73:,137 and the k-minimum operator over 7 € 7. We report the
impact of choosing different & in Table 2, and present the impact of the randomness of 7 as below.
Fixed T denotes that after sampling once 7 from the belief distribution we keep it fixed during policy
optimization.

Task Name | Stochastic 7 | Fixed 7
hopper-medium 106.8 £0.2 | 106.2 0.3
walker2d-medium 942+ 1.1 90.1 +4.3
halfcheetah-medium 756 1.3 73.1 2.8

Table 5: Impact of randomness of T

We observe that the randomness of 7 has a mild effect on the performance in average. The reason can
be that we apply the uniform distribution over dynamics ensemble as initial belief (without additional
knowledge to insert). The model ensemble is reported to produce low uncertainty estimation in
distribution of data coverage and high estimation when departing the dataset [12]]. This property
makes the optimized policy keep close to the dataset, and it does not rely on the randomness of
ensemble elements. However, involving the randomness can lead to more smooth variation of the
estimated uncertainty, which benefits the training process and results in better performance. Apart
from these empirical results, we highlight that in cases with more informative dynamics belief, only
picking several fixed samples from the belief distribution as 7~ will result in the loss of knowledge.
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J Weighting AMG Loss and MDP Loss in (T1)

In (TI), the Q-function is trained to minimize the Bellman residuals of both the AMG and the
empirical MDP, equipped with the same weight (both are 1). In the following table, we show
experiment results to check the impact of different weights.

Task Name \ 0.5:1.5 | 1.0:1.0 | 1.5:0.5

hopper-medium 106.6 £ 0.3 | 106.8 £0.2 | 106.5£0.3
walker2d-medium 938+ 1.5 942 + 1.1 93.1+13
halfcheetah-medium 752+ 0.8 75.6 +1.3 76.1 = 1.0

Table 6: Impact of weights in (TT)

The results suggests that the performance does not obviously depend on the weights. But in cases
with available expert knowledge about dynamics, the weights can be adjusted to match our confidence
on the knowledge, i.e., the less confidence, the smaller weight for AMG.

K Comparison with RAMBO

We additionally compared the proposed approach with RAMBO [61], a concurrent work that also
formulates offline RL as a two-player zero-sum game. The results of RAMBO for random, medium,
medium-expert and medium-replay are taken from [61]. For the other two dataset types, we run the
official code and follow the hyperparameter search procedure reported in its paper.

Task Name \ BC BEAR BRAC CQL MOReL EDAC RAMBO PMDB
hopper-random 37406 3.6+3.6 8.140.6 53406 381101 2534104 254475 32.740.1
hopper-medium 54.14+3.8 553432 77.846.1 619464  840+17.0  101.6+£06 8704154  106.840.2
hopper-expert 1077497 3944205  78.1+526  1065+9.1 8044349  110.1+0.1 500481  111.7+0.3
hopper-medium-expert 53.94+4.7 66.24+8.5 81380  969+151  105.6+82  110.7+£0.1 8824205  111.840.6
hopper-medium-replay 166448 5774165 6274304 86373  81.8+17.0  101.0+05 995448  106.2:0.6
hopper-full-replay 1994129 5404240  1074+05  101.94£0.6 9444205 1054407 1052 +2.1 109102
walker2d-random 1.3+0.1 43+12 13+14 54417 16.0+7.7 16.6+7.0 0.040.3 21.8+0.1
walker2d-medium 7094110  59.84400  59.7+39.9 795432 72.8+119 925408 84.9 £2.6 94.2+1.1
walker2d-expert 1087402 1101406 5524622 1093401  62.6+299  1151+19 16423  1159+19
walker2d-medium-expert 90.1£132  107.042.9 93+189  109.1+02  107.5£56 1147409  567+39.0  111.9+02
walker2d-medium-replay 203498 122447 401+479  768£100  40.84+20.4 871423 89.246.7 79.940.2
walker2d-full-replay 638177  79.6+156 969422 942419  848+13.1 99.8--0.7 883449 95.4-0.7
halfcheetah-random 22400 126410 243407 313435 389418  284+1.0 395435  37.8+02
halfcheetah-medium 432406  42.8+0.1 51.940.3 469404  60.7+44 659406 779 +40 756+ 13
halfcheetah-expert 91.8+15 926406  39.0+138 97341.1 844118  1068+34  793+151 1057+ 10
halfcheetah-medium-expert 4404+1.6 457442 52340.1 950414  804+117  1063+19 954454 1085405
halfcheetah-medium-replay 37.642.1 394408 486404 453403 445456 613%+1.9 687453 717411
halfcheetah-full-replay 62.94+0.8 60.143.2 78.040.7 76.940.9 70.145.1 84.6-0.9 87.043.2 90.0+0.8
Average \ 499 524 54.0 737 65.1 85.2 68.0 88.2

Table 7: Extended Results for D4RL datasets.

The results show our approach outperforms RAMBO on most of considered tasks. One reason can be
that the problem formulation of RAMBO is based on robust MDP, whose defects are discussed in
Section [2]and Appendix [A]
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