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Abstract

We study how an autonomous agent learns to perform a task from demonstrations1

in a different domain, such as a different environment or different agent. Such cross-2

domain imitation learning is required to, for example, train an artificial agent from3

demonstrations of a human expert. We propose a scalable framework that enables4

cross-domain imitation learning without access to additional demonstrations or5

further domain knowledge. , as required in previous works. We jointly train the6

learner agent’s policy and learn a mapping between the learner and expert domains7

with adversarial training. We effect this by using a mutual information criterion to8

find an embedding of the expert’s state space that contains task-relevant information9

and is invariant to domain specifics. This step significantly simplifies estimating the10

mapping between the learner and expert domains and hence facilitates end-to-end11

learning. We demonstrate successful transfer of policies between considerably12

different domains, without extra supervision such as additional demonstrations,13

and in situations where other methods fail.14

1 Introduction15

Reinforcement learning (RL) has shown great success in diverse tasks and distinct domains [43, 2],16

however its performance hinges on defining precise reward functions. While rewards are straight-17

forward to define in simple scenarios such as games and simulations, real-world scenarios are18

significantly more nuanced, especially when they involve interacting with humans.19

One possibility for overcoming the problem of reward misspecification is to learn policies from20

observations of expert behaviour, also known as imitation learning. Classic Recent imitation learning21

algorithms rely on updating the learner agent’s policy until the state occupancy of the learner matches22

that of the expert demonstrator [4], requiring the learner and expert to be in the same domain. Such23

a requirement rarely holds true in more realistic scenarios. Consider for example the case where a24

robot arm learns to move an apple onto a plate from demonstrations of a human performing this task.25

Here, both domains do inherently share structure (the apples and the plates have similar appearances)26

but are distinct (the morphologies, dynamics and appearances of the two arms are different).27

Enabling a learner agent to successfully perform a task from demonstrations that were generated28

by a different expert agent, which we refer to as a different domain even if the tasks are related,29

would widely broaden the possibilities to train artificial agents. This cross-domain imitation learning30

problem is seen as an important step towards value alignment, as it facilitates transferring behaviour31

from humans to artificial agents [32, Chapter 7].32

This problem has only been considered by researchers in realistic settings recently. Due to its33

difficulty, previous work on cross-domain imitation learning either assumes the expert’s and learner’s34

domains to be almost identical [42, 17, 6], requires demonstrations of experts in multiple domains35
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Figure 1: We consider a robot learning to place an apple onto a plate from demonstrations of a human
doing so. This illustrative cross-domain imitation learning problem requires finding the learner’s
policy πL in its domain with states sL from demonstrations generated by the human expert (DE) in
the distinct expert domain with states sE . We first use a mutual information criterion (LMI) to find
an embedding function f that maps the expert state sE to a task-relevant representation z to discard
domain specific information. In the given example, f would primarily encode information about the
apple and the plate, as these are most relevant to the task. We next apply an adversarial loss LDisc

to jointly train all blue-shaded components, i.e., the policy of the learner (πL), the discriminator D
and the mapping function f which maps the learner states to the task-relevant representation z of the
expert domain. Here, the learner encoder maps the apple’s color and the type of plate to that of the
expert domain.

that are similar to the learner’s [45, 44], or relies on the availability of demonstrations of proxy36

tasks in both domains [30, 18]. Designing such proxy tasks is a manual process that requires prior37

knowledge about both domains, since they have to be inherently similar to the target task to convey a38

relevant mapping between domains [18]. Fickinger et al. [10] overcome the need for proxy tasks by39

directly comparing distributions in both domains, effectively addressing the same problem setting as40

us. While very promising, its applicability is limited to short demonstrations and Euclidean spaces.41

, and the full mapping between both state spaces may transfer undesired aspects of the expert’s policy.42

We propose to overcome these shortcomings by jointly learn the learner policy and the mapping43

between the learner and expert state spaces, utilizing adversarial training. Unlike standard generative44

adversarial imitation learning [16, 39], we use domain-specific encoders for both the learner and45

expert. We therefore devise a mutual information criterion to find an expert encoder that preserves46

task-relevant information while discarding domain specifics irrelevant to the task. Note that in general,47

cross-domain imitation learning is an under-defined problem, as a unique optimal policy for the48

learner is not defined as part of the problem: for example, should a humanoid agent that imitates a49

cheetah crawl (imitating its gait) or walk (moving in the same direction)?50

We evaluate our cross-domain imitation learning approach in different cross-embodiment imitation51

learning scenarios, comparing on relevant benchmarks, and find that our method robustly learns52

policies that clearly outperform the baselines. We conduct several ablation studies, in particular53

finding that we can control how much domain-specific information is transferred from the expert—54

effectively interpolating between mimicking the expert’s behaviour as much as possible and finding55

novel policies that use different strategies to maximize the expert’s reward.56

Our contributions are:57

• We propose a mutual information criterion to find an embedding of the expert state which contains58

task-relevant information, while discarding domain specifics irrelevant to the task.59

• We devise a framework to learn the mapping between the learner domain and60

expert domains in an unsupervised fashion, i.e., without additional proxy task demonstrations61

the task-relevant embedding without additional proxy task demonstrations.62
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• We demonstrate training robust policies across diverse environments, and the ability to modulate63

how information flows between the learner and expert domains.64

We learn the mapping between the learner and , i.e., without additional proxy task demonstrations.65

2 Related Work66

Imitation learning considers the problem of finding an optimal policy for a learner agent from67

demonstrations generated by an expert agent, where inverse reinforcement learning (IRL) [1, 46]68

recovers a reward function under which the observed expert’s behaviour is optimal. More recent69

works [16, 11, 39] define imitation learning as a distribution matching problem and use adversarial70

training [14] to directly find the learner’s policy, without explicitly recovering the expert’s reward.71

Cross-domain imitation learning generalizes imitation learning to the case where the learner and72

expert are in different domains. Small mismaches between the domains, such as changes in viewpoint73

or gravitational force, or small variations of the dynamics, are addressed by [42, 12, 17, 28, 36, 8] and74

Bohez et al. [6]. To learn policies cross-domain in the presence of larger mismatches, such as different75

embodiments of the learner and the expert, previous works used demonstrations of proxy tasks to learn76

a mapping between the learner and expert domain, which is then used to find the learner’s optimal77

policy [15, 23, 35, 30, 18], utilized a latent embedding of the environment state [45, 44], or assumed78

the reward signal to be given [34]. GWIL [10] does not rely on proxy tasks and minimizes the79

distance between the state-action probability distributions of both agents which lie in different spaces80

[25]. This approach assumes Euclidean spaces and is computationally intractable when using longer81

demonstrations, which generally improve the performance of learning algorithms when available.82

As it fully maps both state-action spaces, all information is transferred from the expert to the agent83

domain, including that which is domain specific and irrelevant to the task, which may be undesired.84

Our approach improves on these works by obviates the need for proxy tasks,85

avoids assumptions about the type of state spaces, scales to detailed demonstrations of complex86

behaviours, and enables the control of how much domain-specific information , irrelevant to the task,87

is transferred to the learner domain.88

In classical RL [26], where behaviour is learned from a given reward function, mutual information89

objectives are commonly used to find compact state representations that increase performance by90

discarding irrelevant information [29, 3, 37, 24, 22]. We propose to similarly learn a representation91

of the expert’s state that contains task-relevant information while being invariant to domain specifics.92

3 Background93

Definitions. Following Kim et al. [18], we define a domain as a tuple (S,A,P, ζ), where S denotes94

the state space, A is the action space, P is the transition function, and ζ is the initial distribution95

over states. Given an action a ∈ A, the distribution over the next state is given by the transition96

function as P(s′|s, a). An infinite horizon Markov decision process (MDP) is defined by adding a97

reward function r : S ×A → R, which describes a specific task, and a discount factor γ ∈ [0, 1] to98

the domain tuple. We define the expert agent’s MDP as ME = (SE ,AE ,PE , rE , γE , ζE), and its99

policy as a map πE : SE → B(AE), where B is the set of all probability measures on AE . We define100

the learner MDP MLand learner policy πL analogously, except that the learner MDP has no reward101

function or discount factor. An expert trajectory is a sequence of states τE = {s0E , s1E , . . . , snE},102

where n denotes the length of the trajectory. We denote DE = {τi} to be a set of such trajectories.103

Problem Definition. The objective of cross-domain imitation learning is to find a policy πL that104

optimally performs a task in the learner domain ML, given demonstrations DE in the expert domain105

ME . In contrast to most prior work, we do not assume access to a dataset of proxy tasks—simple106

primitive skills in both domains that are similar but different from the inference task—to be given. We107

do not assume access to the expert demonstration’s actions, which may be non-trivial to obtain, e.g.,108

when learning from videos or human demonstrations, and therefore consider the expert demonstrations109

to consist only of states.110

Adversarial Imitation Learning from Observations. We first consider the equal-domain case111

in which both MDPs are equivalent, i.e., ML= ME , and assume that the expert agent’s optimal112
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policy πE under rE is known. Torabi et al. [39] define a solution to this problem as an extension of113

the standard imitation learning problem [16], by minimizing the divergence between the learner’s114

state-transition distribution ρπL
and that of the expert ρπE

, as115

argmin
πL

−H(πL) + DJS (ρπL
(s, s′)− ρπE

(s, s′)) = RL ◦ IRL (πE) , (1)

where DJS is the Jensen-Shannon divergence and H(πL) is the learner’s policy entropy [46]. The116

state-transition distribution for a policy π is defined as117

ρπ(si, sj) =
∑
a

P (sj |si, a)π(a|si)
∞∑
t=0

γtP (st = si|π). (2)

In particular, the expert’s state-transition distribution ρπE
is estimated using expert demonstrations118

DE . The above objective (eq. 1) can also be derived as the composition of the IRL and RL problems,119

where rE = IRL(πE) denotes the solution to the Inverse Reinforcement Learning problem from120

policy πE and πL = RL(rE) denotes the solution to the RL problem with reward rE .121

The IRL component, which recovers the reward function r : S × S → R under which122

the expert’s demonstrations are uniquely optimal1 by finding a reward function that assigns123

high rewards to the expert policy and low rewards to other policies, is given as IRL(πE) =124

argminr (maxπL
EπL

[r(s, s′)]− EπE
[r(s, s′)]) .125

4 Unsupervised Imitation Learning Across Domains126

We first introduce the cross-domain imitation learning problem before deriving an adversarial learning127

objective that allows the simultaneous training of the learner’s policy and a mapping between the128

MDPs of the learner and expert. We then demonstrate how the cross-domain imitation learning129

problem can be significantly simplified be finding an embedding of the expert agent’s state space that130

contains task-relevant information while discarding domain-specific aspects. Lastly, we introduce a131

time-invariance constraint to prevent degenerate mapping solutions. As our approach does not rely132

on additional demonstrations from proxy tasks, we refer to it as unsupervised cross-domain imitation133

learning objective (UDIL).134

4.1 Cross-domain adversarial imitation learning135

We consider the case in which the expert’s and agent’s MDPs are different, i.e., ML ̸=ME , such as136

when learner and expert are of different embodiments or are in different environments. Kim et al.137

[18] show that, if there exists an injective mapping g that reduces the learner MDP ML to the expert138

MDP ME , then a policy πL that is optimal in ML is also optimal in the ME .139

Since we do not assume extra supervision from the expert’s actions, we define the mapping function140

between the learner and expert MDPs g : SL → SE as a mapping between the respective state spaces.141

We accordingly define the cross-domain adversarial imitation objective as142

argmin
πL

−H(πL) + DJS(ρπL
(g(sL), g(s

′
L))− ρπE

(sE , s
′
E)). (3)

Applying the mapping g to the learner agent’s state allows us to compare the learner’s and expert’s143

distributions, even though they are defined over different state-spaces.144

4.2 Reducing the expert’s state dimension145

The full state of the expert domain sE generally contains information that is specific to the task which146

the expert is demonstrating, defined by the expert’s reward function rE , as well as information that147

is specific to the domain but irrelevant to the task itself. We simplify the cross-domain imitation148

learning problem by reducing the expert agent’s state space to a task-relevant embedding that is149

invariant to domain specifics.150

We assume that the learner state s is multi-dimensional and recall the IRL component of the adversarial151

imitation problem (eq. 1), which finds the reward function under which the expert’s behavior is152

1We swap the cost function for the reward function and omit the cost function regularization for simplicity.
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optimal. We define a second mapping function f : SE → Z , that maps the expert states sE ∈ SE153

to lower-dimensional representations z ∈ Z , with |Z| ≪ |SE |. When f is chosen as a dimension154

reduction operation that discards state dimensions of which the reward is independent, we can write155

the IRL component of eq. 1 as a function of only the embedded representation z (proof in app. 7.1.1),2156

as157

IRL(πE) = argmin
r

(
max
πL

EπL
[r(z, z′)]− EπE

[r(z, z′)]

)
. (4)

Simplifying the mapping between learner and expert. Assuming f to be given, we can further158

redefine the mapping between learner and expert state as g : SL → Z . That is, the state transformation159

g no longer has to map the learner state to the full expert state, but only to the task-relevant embedding160

of the expert state. This not only significantly simplifies the complexity of the mapping function g,161

but also prevents transferring irrelevant domain specifics from the expert to the learner domain. We162

can then rewrite the cross-domain adversarial imitation objective as163

argmin
πL,g

−H(πL) + DJS(ρπL
(g(sL), g(s

′
L))− ρπE

(f(sE), f(s
′
E))), (5)

which minimizes the distance between the transformed distribution over learner states sL and the164

distribution over embedded expert states z.165

4.3 Finding a task-relevant embedding166

We now detail how to find a embedding function f from the expert demonstrations DE . We167

first assemble a set containing all expert transitions (sE , s
′
E) observed in the trajectories of the168

demonstration set DE . We then generate a set of pseudo-random transitions (srand, s
′
rand) by169

independently sampling two states out of all individual states contained in DE . We then model170

all state transitions (s, s′) and their corresponding labels y, indicating whether it is a random or171

expert transition, as realizations of a random variable (S, S′, Y ) on SE × SE × {0, 1}. Note that any172

time-invariant embedding f : SE → Z induces a random variable (Z,Z ′, Y ) on Z ×Z × {0, 1} via173

(Z,Z ′) = (f(S), f(S′)). We then define the mapping f as a mapping that maximizes the mutual174

information I between the label Y and the embedded state transition (Z,Z ′), that is,175

argmax
f

I((Z,Z ′);Y ) = argmax
f

I((f(S), f(S′));Y ). (6)

Observe that maximizing I(Z;Y ) would lead to non-informative representations, as the states176

contained in the random trajectories are indeed states of the expert trajectory; only state transitions177

(S, S′) can distinguish between the two.178

4.4 Avoiding degenerate solutions179

Jointly learning the mapping function f g and the learner agent’s policy πL may lead to degenerate180

mappings if f g is a function of arbitrary complexity. An overly-expressive f g can make the181

divergence between distributions arbitrarily small, regardless of their common structure, by the182

universality property of the uniform distribution, i.e., any two distributions can be transformed into183

each other by leveraging their cumulative density functions (CDFs) and inverse CDFs. We prevent184

these degenerate solutions with an information asymmetry constraint: we ensure that the mapping f185

is time-invariant, while the JS-divergence compares distributions across time, i.e., in a time-variant186

manner. A theoretical analysis is presented in app. 7.1.2.187

4.5 Unsupervised cross-domain adversarial imitation learning188

We finally define the unsupervised cross-domain adversarial imitation learning (UDIL) objective as an189

adversarial learning problem. We iterate between updating the learner agent’s policy πl, the mapping190

g between the learner’s and expert’s state spaces, and the discriminator D. The discriminator’s191

objective is to distinguish between state transitions generated by the learner and state transitions192

generated by the expert, giving the overall objective193

min
g, πL

max
θ

EπL
[log(Dθ(g(sL), g(s

′
L)))] + EπE

[log(1−Dθ(z, z
′))]. (7)

2We assume that the reward function r is also defined on the embedding space Z , see app. 7.1.1 for details.
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Figure 2: In the XMagical benchmark [40, 45], agents with different embodiments (such as Gripper
and Longstick displayed here) have to move the three magenta-colored blocks to the magenta-shaded
target zone at the top of the environment. We evaluate the reward achieved by both learner agents
when trained on demonstrations of the other using either our algorithm UDIL, or the XIRL [45]
baseline.

5 Experiments194

Preliminaries. We test our approach on two different benchmarks that represent multiple do-195

mains and different agents with both environment-based and agent-based tasks. We designed our196

experiments to answer the following questions.197

• Can we find task-relevant embeddings of the expert state solely from expert demonstrations, and198

improve the performance of imitation learning?199

• Does the proposed framework robustly learn meaningful policies compared to previous work?200

• Can we control the amount of domain-specific information transferred from the expert to the201

learner?202

We compare with the GWIL baseline [10], which is the only other work that makes similar assump-203

tions to ours, i.e., unsupervised cross-domain imitation learning with access only to demonstrations204

of a single expert agent. In the later presented XMagical environment, we also compare to a modi-205

fied single-demonstrator-agent version of XIRL [45], which originally relies on demonstrations of206

multiple distinct expert agents. As no reward function in the learner domain is given, we measure207

performance of the learner agent by defining its reward as the components of the expert agent’s208

reward function that can be directly transferred to the learner domain. To ensure reproducibility, we209

run all experiments on random seeds zero to six, report mean and standard error for all experiments210

(lines and shaded areas), and describe the experiments in full detail in appendix section 7.2.211

5.1 XIRL baseline212

Setup. Figure 2 shows the XMagical environment [41, 45] which consists of four agents with213

different embodiments that have to perform equivalent modifications in the environment, namely214

pushing all blocks to a shaded region. The corresponding baseline algorithm XIRL [45] trains each215

agent with demonstrations of the three other expert agents. As our work only requires demonstrations216

from a single expert agent, we focus on the two most distinct agents, Gripper and Longstick, which217

are displayed in Figure 2), and evaluate the performance of each when trained on demonstrations of218

the other. The reward is given as a function of the average distance between the task-relevant objects219

and their target positions.220

Finding a task-relevant embedding. The environment state in XMagical is given as a multidi-221

mensional vector that describes different absolute and relative positions of environment objects and222

the agent itself. To find the task-relevant embedding of this state we first generate sets of expert223

and pseudo-random transitions, as described in section 4.3. As maximizing mutual information224

objectives in large continuous domains is intractable [5, 9], we instead approximate the objective225

in eq. (6) by first computing the empirical mutual information between state transitions and labels226

for each individual state dimension, using the method of Ross [31]. We then find the task-relevant227

embedding by selecting the dimensions with highest mutual information using the elbow method [19].228

We find a clear margin between those state dimensions that are intuitively relevant to the task, such229

as dimensions that describe the positions of the blocks, and those dimensions that are intuitively230
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Figure 3: Sample rollouts from the three agents hopper, halfcheetah and walker (section 5.2). We
illustrate locomotion strategies learned for different dimensions d of the expert state’s embedding
space z (see discussion in section 5.3). Right side: For larger d, the hopper performs a swimming
like movement (top). For smaller d (bottom), the hopper is straight and propels itself forward using
only its foot. Left Side: For smaller d, the halfcheetah propels itself forward with its front on the
ground (top). For larger d, the walker performs a mix of a falling and walking motion (bottom).

domain-specific and less relevant to the task, such as dimensions that describe the position of the231

robot.232

Imitation learning with a task-relevant embedding of the expert state. We use the dataset of233

expert demonstrations provided by Zakka et al. [45] to compare the performance of our approach234

to that of the XIRL baseline. We follow Zakka et al. [45] and likewise use the simplified imitation235

learning framework where the learner agent simply receives a reward signal that corresponds to236

the distance between the current environment state and the target environment state, which is pre-237

computed by averaging over all terminal states contained in the set of expert demonstrations. Note238

that the main difference between UDIL and XIRL is the task-relevant embedding of the expert state:239

XIRL relies on the full expert state. We use the XIRL implementation as given by the authors, apply240

it directly to the state space and do not change any parameters. Figure 2 shows that we consistently241

outperform XIRL and in both cases achieve a score close to the maximum possible. We find that242

our method obtains task-relevant embeddings of the state from expert demonstrations alone, which243

significantly improves performance of cross-domain imitation learning in the XMagical environment.244

245

5.2 Cross-domain imitation learning of robot control246

We now evaluate UDIL in the complex high-dimensional Mujoco environments [7, 38]. We use247

the embodiments displayed in Figure 3, hopper, walker and halfcheetah, which are commonly used248

to evaluate (cross-domain) imitation learning algorithms [20, 16, 12, 30]. We use the fixed-length249

trajectory implementation [13] of these environments to prevent implicitly rewarding the learner250

agent for longer trajectories; the significance of this effect is demonstrated in Kostrikov et al. [20].251

We first find a minimal task-relevant embedding, investigate the performance, and compare to GWIL.252

We then conduct ablation studies to evaluate the importance of the individual components of our253

framework and investigate how the transfer of information from the expert to the learner domains can254

be controlled by varying the size of the task-relevant expert embedding. We provide videos of the255

resulting behaviour, as described in in appendix 7.4.256

Finding a task-relevant embedding. Analogously to the previous section 5.1, we first generate sets257

of expert and pseudo-random transitions, and compute the mutual information between individual258

state dimensions and the transition labels. We find that across all three agents, the x position of259

the torso has highest task-relevance, followed by the z position (height). This intuitively makes260

sense, as the expert agents receive relatively large rewards during training for moving in the positive261

x direction, followed by a smaller reward for being in a healthy (upright) position [7]. Note here262

that these findings are derived only from the expert demonstrations, without any knowledge of the263

rewards. Hereafter, the dimensions which describe the angular positions of the main joints with264
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Figure 4: Reward curves for cross-domain imitation learning for different combinations of learner
and expert agents. The mean performance is shown as a solid line, and the standard deviation as a
shaded area.

respect to the torso have highest mutual information; lowest mutual information is found for state265

dimensions that describe velocities of sub-components. We identify the task-relevant embedding266

with the elbow method as the positions that describe the torso, and later conduct ablation studies with267

larger embeddings.268

Jointly learning the learner’s policy and mapping function. We parameterize the learner encoder269

such that it learns an affine transformation of the input and define its loss as the negative of the270

discriminator’s loss, i.e., the learner encoder is trained to fool the discriminator. The policy of the271

learner is parameterized by a neural network, which, in contrast to the learner encoder, cannot be272

trained by backpropagating the discriminator loss as a sampling step is required to obtain the state273

transitions form the learner policy. We follow Ho and Ermon [16] and train the learner policy with274

RL, with the learner agent receiving higher rewards for taking actions that result in transformed state275

transitions g(sL), g(s′L) which are more likely to fool the discriminator D, i.e., which are more likely276

to be from the expert’s task-relevant state-transition distribution ρE(zE , z
′
E). We use DAC [20], to277

jointly train g, πL and D, as depicted in Figure 1, and do not alter any hyperparameters given in the278

original implementation to ensure comparability. We define the reward of the learner agent as the279

distance covered in the target direction, as this is the only reward component that is common among280

all three agents, and compare performance to GWIL [10].281

Results. Figure 4 shows that the learner agents robustly learn meaningful policies for six random282

initializations across different combinations of expert and learner. We find that the hopper and walker283

cover about 50% of the distance as compared to when they are trained with their ground truth rewards,284

with the halfcheetah achieving about 13% of the expert distance.285

We qualitatively inspected the behaviours learned by the agents and found novel locomotion strategies286

that are distinct from those of the expert. We illustrate these strategies in Figure 3. We hypothesize287

that these new behaviours were enabled by the task-relevant embedding of the expert state and further288

investigate in section 5.3 how the embedding size can be chosen to transfer more information from289

the expert to the learner. It can be seen in Figure 4 that our framework consistently outperforms the290

GWIL baseline; although we tried different hyperparameter configurations, we found the results of291

GWIL to be highly stochastic, which is due to the properties of the Gromov–Wasserstein distance [25]292

used, as indicated by the authors of GWIL [10, Remark 1].293
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Figure 5: Achieved reward (travelled distance) by both hopper and halfcheetah, when trained on
demonstrations of the other with different ablations of our framework. See section 5.3 for details.

5.3 Ablation Studies294

We present our ablation studies that clarify the importance and influence of the different components295

of the framework, focusing on the hopper and halfcheetah agents.296

Varying the dimension of the task-relevant embedding. We investigate the relevance of the task-297

relevant state embedding’s dimension d and hypothesize that for larger embeddings, more information298

is transferred from the expert to the learner domain. We evaluate the performance as well as the299

resulting agent behaviours for d ∈ (3, 6, all), where all refers to no reduction, i.e. f is an identity300

mapping, in which case the learner encoder g has to map the full learner state space to the full expert301

state space. We can observe in Figure 5 that the mean performance and robustness generally decrease302

when increasing the embedding size. We investigate different locomotion strategies adopted by the303

learner agent, dependent on the embedding size d, and illustrate these in Figure 3. We found that304

for d = 3, both hopper and halfcheetah would lie down on the floor and propel themselves forward.305

For larger embeddings d ∈ {6, all}, both would adopt strategies more similar to the demonstrations306

by lifting their torso off the ground for longer. The hopper would hop for a few moments and then307

perform a swimming-like movement, the halfcheetah would exhibit an animal-like quadruped gait.308

We conclude that changing the size of the expert’s state embedding allows us to modulate the transfer309

of information between the expert and the learner domains. In one extreme, one might want the310

learner to solve a task with a minimal task-relevant embedding, to allow the learner to develop311

strategies distinct from the expert, which could for example allow it to outperform the expert. In312

the other extreme, one might want the learner to replicate the strategies of the expert as closely as313

possible, which could be useful if the learner fails to solve the task with less information. Choosing314

the size of the task-relevant embedding then trades off between these two options.315

Omitting the time invariance constraint. We omit the time-invariance constraint by reducing the316

discriminator input from s, s′ to just the current state s. While this setting yields successful results317

in same-domain imitation learning [27], we found the time-invariance constraint to be essential for318

adversarial cross-domain imitation learning (see Figure 5).319

Learning from a single trajectory. We investigated the performance of our approach when only a320

single expert trajectory is given, which represents the most direct comparison to GWIL, as GWIL321

can only utilize a single expert trajectory due to its computational complexity. We find that UDIL322

likewise outperforms GWIL by a large margin if only one demonstration is given, and show more323

results in appendix 7.3.3.324

6 Conclusion325

We introduce a novel framework for cross-domain imitation learning, which allows a learner agent326

to jointly learn to imitate an expert and learn a mapping between both state spaces, when they are327

dissimilar. This is made possible by defining a mutual information criterion to find a task-relevant328

embedding of the expert’s state, which further allows to control the transfer of information between329

the expert and learner domains. Our method shows robust performance across different random330

9



instantiations and domains, improving significantly upon previous work. However, as cross-domain331

imitation learning is generally an under-defined problem, the risk of learning incorrect policies332

remains. The mutual information objective used to find the task-relevant embedding might yield333

degenerate solutions in special cases, such as when the expert’s policy induces a uniform distribution334

over state transitions, or when the environment is only partially observable. Also, finding the ideal335

size of the task-relevant embedding might be challenging in more complex domains. Similarly, the336

application of our algorithm to high-dimensional observation spaces requires further contributions337

and may constitute an interesting direction for future work.338
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7 Appendix477

7.1 Methods478

7.1.1 IRL Simplification479

We first consider the state-only imitation learning objective given in Torabi et al. [39, Equation 7]:480

IRLψ(πE) = argmax
c

(
min
πL

EπL

[
c(s, s′)

]
− EπE

[
c(s, s′)

]
− ψ(c)

)
We note that the expected cost of a policy can be written as:481

Eπ
[
c(s, s′)

]
=

∑
s,s′

ρπ(s, s
′)c(s, s′)

We assume that the environment state s is composed of n dimensions, i.e. s = [d1, d2, ..., dn]. We further
assume that the cost function of the expert agent cE is sparse in the environment dimensions. To simplify
notation, we assume that cE is only a function of the first m dimensions, i.e.482

c(d1, d
′
1, .., dn, d

′
n) = c(d1, d

′
1.., dm, d′m),

where we overload c to take inputs of both dimensionalities. Note that the same reasoning applies to different
sparsity patterns without loss of generality. We denote the expert encoder as f : SE → ZE , mapping the expert
state sE of dimension n to the expert state embedding zE of dimension m. We define f as the operation that
truncates the first m dimensions, i.e. it includes all dimensions for which cE is non-zero. Hence z = [d1, .., dm].
We can now redefine cE as a function of z. We can then express the expected cost as:483

Eπ[c(s, s′)] =
∑

d1,d
′
1,..,dm,d′m

ρπ(d1, d
′
1, .., dm, d

′
m) · c(d1, d′1, .., dm, d′m)·

·

 ∑
dm+1,d

′
m+1,..,dn,d′n

ρπ(dm+1, d
′
m+1, .., dn, d

′
n)


=

∑
z,z′

ρπ(z, z
′) · c(z, z′).

This allows to rewrite the adversarial imitation learning problem as:484

IRL(πE) = argmax
c

min
πL

∑
z,z′

ρzπL
(z, z′)c(z, z′)−

∑
z,z′

ρzπE
(z, z′)c(z, z′)− ψ(c)

 (8)

By exchanging the expert cost function cE for the expert reward function rE and flipping the optimization485

objectives we arrive at equation 4 (which further omits the cost regularizer ψ for reasons of simplicity).486

7.1.2 Time Invariance Constraint487

We consider a 2-dimensional example problem to demonstrate the trivial solutions that can arise when a time-488

invariance constraint is not imposed on the learner encoder g. The expert’s embedded state transitions (ztE , z
t+1
E )489

consist of two numbers drawn from a uniform distribution, obeying zt+1
E < ztE (e.g. by rejection sampling).490

SE =
{
(ztE , z

t+1
E ) : zt+1

E < ztE , (z
t
E , z

t+1
E ) ∈ [0, 1]2

}
(9)

The learner’s state transitions (stL, s
t+1
L ) also consist of two numbers drawn from a random distribution, but in491

contrast st+1
L > stL, i.e. their ordering is reversed.492

SL =
{
(ztL, z

t+1
L ) : zt+1

L > ztL, (z
t
L, z

t+1
L ) ∈ [0, 1]2

}
(10)

These represent two minimal, but different, distributions to be mapped. We now consider two alternative mapping493

function domains, one which enforces time-invariance and one which does not. Both are affine functions. The494

most general, without time-invariance, is495

gaffine(stL, s
t+1
L ) = (a · stL + b, c · st+1

L + d),

parameterized by a, b, c and d. A time-invariant specialization of it would be:496

ginvariant(stL, s
t+1
L ) = (g′(stL), g

′(st+1
L )), g′(s) = a · s+ b,

which essentially applies the same function g′ at both time steps t and t+ 1.497

14



0 5 10 15
Number of Dimensions

0

1

2

M
ut

ua
lI

nf
or

m
at

io
n

Gripper

0 5 10 15
Number of Dimensions

0

1

2

3

M
ut

ua
lI

nf
or

m
at

io
n

Longstick

0 5 10
Number of Dimensions

0.0

0.5

1.0

M
ut

ua
lI

nf
or

m
at

io
n

Hopper

0 5 10 15
Number of Dimensions

0.0

0.5

1.0

M
ut

ua
lI

nf
or

m
at

io
n

HalfCheetah

0 5 10 15
Number of Dimensions

0.0

0.5

1.0

M
ut

ua
lI

nf
or

m
at

io
n

Walker

Figure 7: Estimated cumulative mutual information between state transitions (z, z′) and labels
(random, expert) for increasing size of the expert embedding z. The dashed grey line indicates the
elbow.

We now analyze the possible solutions that can map SE and SL under both models. With gaffine, we can simply498

set a = c = 0 (i.e. ignore the input entirely) and b > d, to obey the constraint in the learner (eq. 10). This is499

clearly a trivial solution, since it satisfies the constraint of the output space but ignores the input space entirely500

(i.e. the output distribution is degenerate).501

On the other hand, with ginvariant we cannot set the bias term b independently for different time steps. As a result,502

the previous trivial solution is not expressible in this model. Instead, we must set a < 0 (i.e. negate the input) to503

map it to the output space while obeying eq. 10.504

While this analysis uses a simple model, recall that in practice g is parameterized by a deep network, which505

are a superset of the set of conforming affine functions. As such, the same trivial solutions must also occur in506

higher-dimensional settings when time invariance is not enforced.507

7.2 Experiments508

7.3 Finding the expert embedding509

To find the expert embedding function f , we first generate pseudo-random transitions from the set of expert510

demonstrations, compute the mutual information between the individual state dimensions and the label of a511

transition (either random or expert) and finally use the elbow method to determine the task-relevant dimensions,512

which yield the embedding of the expert state.513

Generating sets of random and expert transitions. We first generate two sets of transitions, one set514

of expert transitions TE and one set of pseudo-random transitions Trand. TE is assembled from the transitions515

contained in the set of expert observations DE with a frameskip of 15. We introduce this frameskip to make516

transitions more distinct, as it ensures that the difference between the two states contained in a transition is517

substantial. We then generate a set of pseudo-random transitions of the same size as TE by randomly sampling518

two states from DE and adding these as a new transition to the set of pseudo-random transitions Trand, until it519

contains the same number of transitions as TE .520

Computing mutual information for individual dimensions. We first compute the estimated mutual521

information between individual state dimensions and transition labels (random or expert) for which we first522

define random variables as described in section 4.3 and use the method of Ross [31] to compute the mutual523

information for each state dimension n, arriving at a vector of size n that describes the mutual information524

between a transition in each state dimension and the label.525

Finding the task-relevant dimensions with the elbow method. We now compute the cumulative526

mutual information for all k ∈ {0, .., n} by summing up the mutual information of the k dimensions with527

largest information. This is plotted in Figure 7. We use the implementation of Satopaa et al. [33] to find528
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Figure 8: We evaluate the reward achieved by both learner agents when trained on demonstrations of
either one of the remaining three embodiments, using either our algorithm UDIL, or the XIRL [45]
baseline.

the elbow in the curve, a method commonly used to identify the number of clusters for dimension reduction529

[19]. The found elbows are likewise displayed in Figures 7.We then estimate the objective stated in eq. 6, i.e.530

argmaxf I((Z,Z
′);Y ), by defining f such that is reduces the expert state sE to those dimensions top the left531

of the elbow, including the elbow itself.532

Background on elbows found. For XIRL (see sec. 5.1), the task-relevant embedding dimensions found,533

i.e. those to the left of the elbow, are those 9 dimensions that describe the task-relevant objects. That is, these534

dimensions describe the three x positions of the blocks seen in Figure 2 (left), the three y positions and the535

distances between the objects and the target zone. In the Gym environments hopper, walker and halfcheetah536

(see sec. 5.2), the found task-relevant dimensions describe properties of the torso. That is, for the hopper, they537

describe the x and the z position of the torso, for the halfcheetah they describe the x coordinate of the torso and538

the x coordinate of the front tip, and for the walker they describe the x coordinate of the torso and the velocity539

of the torso in x direction.540

7.3.1 XIRL Experiments541

Setup. We use the X-Magical environment [45, 40], as implemented by the authors. 3 We further use the542

XIRL [45] baseline implementation as implemented by the authors. 4 We use the agents gripper and longtstick,543

as these have the largest difference in embodiment. In contrast to XIRL, we only train on demonstrations of544

one other agent. We do not use the pixels as observations, but use the environment state vector directly. We545

increase training time by a factor of two, as we found that convergence was not reached otherwise, and leave all546

other parameters unchanged. We evaluate UDIL and XIRL for six different random seeds and report mean and547

standard error in Figure 2.548

Results for additional embodiments. We further evaluated both UDIL and XIRL on demonstrations of549

the remaining embodiments of the X-Magical benchmark [41, 45]. Results for the embodiments Gripper and550

Longstick, trained cross-domain from demonstrations from three of the four given embodiments (Gripper,551

Longstick, Shortstick, Mediumstick) are shown in Figure 8. We find that UDIL outperforms XIRL552

consistently across all tested pairings of embodiments.553

Results for UDIL with adversarial training. We further evaluated both the simplified version of UDIL554

(which, analogously to XIRL [45], rewards the agent for minimizing the distance to the pre-computed goal state),555

and the performance of the original implementation of UDIL (see eq. 7) that uses adversarial training. It can be556

observed in Figure 9 that the adversarial implementation of UDIL outperforms the XIRL baseline in both cases.557

3https://github.com/kevinzakka/x-magical
4https://x-irl.github.io
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Figure 9: We evaluate the reward achieved by both learner agents when trained on demonstrations of
the other, using either the simplified version of UDIL, the unmodified adversarial version of UDIL,
or the XIRL [45] baseline, which uses a simplified implementation by design. Note that the results
for UDIL (adversarial) are only reported for three instead of six seeds (this will be updated soon).

Table 1: Hyperparameters used to train learner encoder g.
Hopper HalfCheetah Walker

Learning rate encoder (α-enc) 0.001 0.001 0.0001
Use bias with encoder (enc-use-bias) False True False
Train every n-enc steps 0.01 0.01 0.1

However, it performs inconsistently with respect to the simplified version of UDIL (once performing better, once558

worse).559

7.3.2 Gym Experiments560

Setup. We train the learner policy πL, the mapping g between the learner agent’s states sL and the expert561

agent’s task-relevant state embedding zE , and the discriminator D jointly (see blue components in Figure 1). We562

reimplement the discriminator-actor-critic algorithm [21], resembling the original implementation given by the563

authors as close as possible, 5. We keep all parameters unchanged and refer to the original implementation for564

further details. We further use the StableBaselines3 6 package to implement the reinforcement learning agents565

and the Seals package 7 to implement the gym environments with fixed episode length. We do not alter any566

parameters given in these implementations.567

We introduce a minimal set of additional hyperparameters that all regard the learner encoder g, which are given568

in Table1. We appended the discriminator-actor-critic framework by the expert encoder g (described in the next569

section), which is trained by backpropagating the negative discriminator loss, i.e. the encoder g is trained to fool570

the discriminator D. We train the learner encoder g every n-encoder steps of the discriminator, i.e. the encoder571

is trained less frequently than the discriminator, and use a learning rate α-enc. We train the learner agent with572

20 expert trajectories, which were generated by an expert agent trained with the ground truth reward in the573

respective environment. We run each experiment for six seeds (zero to five) to ensure robustness to different574

random instantiations and report the mean and standard error in Figure 4.575

Learner Encoder. We parameterise the learner encoder g such that it learns an affine transformation, i.e. it576

applies an affine transformation to the learner state sL. To stabilize learning, we apply a sigmoid that scales the577

transformation weights (and the bias), such that they do not exceed a maximum magnitude of five. The learner578

encoder g is implemented as a single layer neural network that outputs a weight for each input dimension, which579

may be appended by a bias (indicated by enc-use-bias).580

GWIL Baseline. We run the GWIL baseline [10] using the authors implementation. 8 We evaluated different581

combinations for the hyperparameters gw-entropic and gw-normalize and found that the author’s original582

implemtation worked best. We evaluated the baseline likewise for the random seeds zero to five and report mean583

and standard error in Figure 4. We found results to be highly stochastic, to the extent that not a single positive584

result was achieved in some, as also described by the authors [10, Remark 1].585
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Figure 10: Achieved reward (travelled distance) by both hopper and halfcheetah, when trained on
only a single demonstrations of the other. See section 5.3 for details.
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Figure 11: Achieved reward (travelled distance) by both hopper and halfcheetah, when trained with
an oracle approach that omits the learner encoder g. See section 7.3.3 for details.

7.3.3 Ablation Studies586

Imitation from a single demonstration. We evaluated the performance of UDIL when only a single587

expert demonstration (single trajectory) is given. This constitutes the closest comparison to GWIL, as it does588

not scale to more than one trajectory due to its computational complexity. We can observe in Figure 11 that589

UDIL also outperforms GWIL if only a single trajectory is given. We further find that the performance of the590

halfcheetah, when imitating the hopper, is higher for one trajectory (as compared to the usual 20 trajectories).591

We further investigated this and found it to be an outlier, as this was not the case for any other agent combination.592

Comparison to an oracle baseline. We further compared the performance of UDIL to that achieved by an593

oracle baseline, designed as follows. We assume that an oracle is used to choose the state dimensions of the594

learner agent which match those of the expert included in the task relevant embedding, while the order of the595

states remains unknown. We then run UDIL directly on the task-relevant embedding, i.e. omitting the learner596

encoder g.597

7.4 Videos598

We provide videos of the resulting behaviours in both XMagical and Gym in the supplementary material.599

5https://github.com/google-research/google-research/tree/master/dac
6https://github.com/DLR-RM/stable-baselines3
7https://github.com/HumanCompatibleAI/seals
8https://github.com/facebookresearch/gwil
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