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Abstract

Recent studies have shown deep neural networks (DNN) are vulnerable to various1

adversarial attacks. In particular, an adversary can inject a stealthy backdoor into a2

model such that it will behave normally without the presence of the trigger. Tech-3

niques for generating backdoor images that are visually imperceptible from clean4

images have also been developed recently, which further enhance the stealthiness of5

the backdoor attacks from the input space. Along with the development of attacks,6

defense against backdoor attacks is also evolving. Many existing countermeasures7

found that backdoor tends to leave tangible footprints in the latent or feature space,8

which can be utilized to mitigate backdoor attacks. This paper extends the concept9

of imperceptible backdoor from the input space to the latent representation, which10

significantly improves the effectiveness against the existing defense mechanisms,11

especially those relying on the distinguishability between clean inputs and back-12

door inputs in latent space. In this framework, the trigger function will learn to13

manipulate the input by injecting imperceptible input noise while matching the14

latent representations of the clean and manipulated inputs via a Wasserstein-based15

regularization of the corresponding empirical distributions. We formulate such an16

objective as a non-convex and constrained optimization problem and solve it with17

an efficient stochastic alternating optimization procedure. The proposed framework18

achieves a high attack success rate while being stealthy from both the input and19

latent spaces in several benchmark datasets, including MNIST, CIFAR10, GTSRB,20

and TinyImagenet.21

1 Introduction22

In the past years, deep neural network (DNN) has successfully evolved many technological fields,23

such as object classification [21, 16], face recognition [25, 1], autonomous driving [45], and even24

security applications [15, 3]. Meanwhile, due to the underlying black-box nature, its security25

and privacy implications have also raised extensive concerns recently. Efforts in the research26

community have exposed the vulnerability of DNN classifiers to various attacks [34, 42, 27]. For27

instance, adversarial examples leverage the difference between the classifier and human to misclassify28

specific inputs by adding imperceptible perturbations without altering the model. [12]. Such attacks29

during the inference phase are categorized as evasion attacks [22, 4]. On the other hand, poisoning30

attacks attempt to inject malicious data points or manipulate the training process to either degrade31

the model accuracy [31, 38, 50] or cause misclassification for specific inputs (a.k.a. backdoor32

attacks) [30, 28, 7, 13].33

In general, backdoor attacks aim at injecting a malicious behavior into a DNN model so that the34

model would perform normally on clean inputs but yield misclassification in the presence of the35

backdoor trigger (e.g., a specific pattern such as a small square [13]). Later on, many works36

adopt the concepts and techniques in adversarial examples to improve the stealthiness of the trigger37
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against human observers [28, 2, 29]. Recent works have demonstrated power backdoor attacks that38

are capable of mounting attacks with visual indistinguishable backdoor images [23, 47, 49, 32].39

Specifically, WaNet [32] generates backdoor images with warping transformation, resulting in much40

stealthier triggers.41

To alleviate the threats originated from the ever-growing powerful backdoor attacks, several categories42

of countermeasures have also been developed. One promising direction for backdoor detection entails43

identifying backdoor images by characterizing the distinguishable dissimilarity in the feature or44

latent representation between backdoor images and clean images [5, 46, 44, 40, 35]. These methods45

rely on the assumption that the injected backdoor would leave a noticeable fingerprint in the latent46

space. For example, activation clustering [5] and spectral signature [46] detect malicious samples by47

inspecting the clusters of the latent space and the spectrum of the covariance of latent representations,48

respectively. Thus, a stronger adaptive backdoor attack should also ensure its stealthiness from the49

latent space. One prior work exploited this direction, Adversarial Embedding [43], which improves50

the latent indistinguishability of the backdoor attack by using adversarial regularization to minimize51

the distance between the latent distributions of the backdoor inputs and clean inputs.52

To this end, this paper presents a novel methodology for a backdoor attack that is imperceptible53

from both the input and latent spaces. We propose a technique for generating imperceptible54

backdoor triggers at the input space and extend this concept to the latent space by minimizing55

the Wasserstein distance between the latent representations of the clean and backdoor data, which56

significantly improves the effectiveness against the existing defense mechanisms, especially those57

aforementioned that rely on the distinguishability in latent space. We call the proposed method58

Wasserstein Backdoor, or WB. Our technical contributions are summarized below:59

• We propose a non-convex, constrained optimization problem, which learns to poison the60

classifier with a backdoor whose trigger is visually imperceptible in the input space and whose61

poisoned samples have indistinguishable latent distribution to the latent distribution of the62

clean samples. The latent constraint is formulated via a variant of Wasserstein distance, called63

sliced-Wasserstein distance, between the two sets of clean and backdoor data.64

• We propose an efficient estimation of the sliced-Wasserstein distance by exploiting the discrimi-65

nant directions of the trained classifier, instead of the randomly sampling from the unit sphere.66

The proposed distance is a valid distance metric and requires a significantly less computation67

and a better estimate than the existing calculations of the sliced-Wasserstein distance.68

• Finally, we demonstrate the superior attack performance of the proposed method and its69

robustness against several representative defense mechanisms. Specifically, the proposed70

method outperforms the prior attack method with latent indistinguishability [43].71

The rest of the paper is organized as follows. We review the background and related work in Section 2.72

In Section 3, we define the threat model. Section 4 presents the details of the proposed methodology.73

We evaluate the performance and compare to prior works in Section 5. Finally, Section 6 presents74

remarks and concludes this paper.75

2 Background and Related Work76

2.1 Backdoor Attack77

Backdoor attacks against DNNs inject a malicious behavior by leveraging the redundancies inside78

the model such that the model responds to inputs with triggers maliciously (e.g., classify as a target79

class that normally considered as a wrong class by annotation), while preserving the benign behavior80

for clean inputs without the triggers. Hence, a typical backdoor embedding process is to train the81

model by minimizing the loss of the clean inputs and the corresponding labels as well as backdoor82

inputs (with triggers) and the target class(es). A trigger is typically applied on a clean image by83

superimposing at a certain location (i.e., patch-based) [14, 28] or adding perturbations [37]. Various84

forms of the triggers have been investigated in the literature, including blended [7], sinusoidal strips85

(SIG) [2], reflection (ReFool) [29], and warping-based (WaNet) [32]. As we mentioned above, several86

techniques have been developed that significantly reduce the visibility of the trigger in the input space87

to enhance the stealthiness of the backdoor attack [28, 2, 29]. In particular, WaNet uses a smooth88

warping field to generate backdoor images with unnoticeable modifications [32],89
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2.2 Backdoor Defense90

By exploring specific characteristics of the injected backdoor, various countermeasures have been91

proposed [5, 46, 11, 40, 8, 6, 35], although they are often circumvented by following adaptive attacks.92

For instance, based on the property that a backdoor attack usually targets redundant weights or93

neurons based on the clean images, model pruning can be used to eliminate the injected backdoor [26].94

Differently, Neural Cleanse assumes a known subset of clean inputs to reverse-engineer possible95

trigger patches [48]. It is also possible to filter the images to nullify the presence of triggers at the96

test phase to defend against backdoor attacks [30, 24].97

In this paper, we focus on optimizing the characteristics of backdoor attacks in the latent space.98

As we discussed above, the rationale behind this is that prior works have demonstrated backdoor99

images cause distinctive activations in the latent space from those of clean inputs. Hence, this100

distinguishable dissimilarity between clean images and backdoor images can be utilized for defense101

in both training [5, 46] and test phases [41, 19, 18]. Most of these approaches compute an outlier102

score to detect abnormal inputs that will be filtered afterward. For example, spectral signature [46]103

computes the outlier score based on the singular value decomposition of the covariance matrix of the104

latent representations, while CleaNN [18] leverages a concentration inequality to detect anomalous105

reconstruction errors that are then suppressed before the input entering the victim DNN.106

This work proposes a method to minimize the difference between clean images and backdoor images107

in the latent space to improve the attack stealthiness. While doing this, we also optimize the visual108

imperceptibility in the input space, so that our proposed method can visual inspection.109

3 Threat Model110

We consider the same threat model as in prior studies [7, 47, 37, 43, 32], which assume the backdoor111

injection is performed at training and the adversary can access to the victim model including both112

structures and parameters. A successful backdoor attack over an image classification task should113

produce malicious behavior on images with the trigger, while otherwise working normally on clean114

images. However, in typical backdoor attacks, the poisoned images are visually inconsistent with115

natural images, which can be identified easily by human observers. Besides, these attacks usually116

leave a tangible trace in the latent space of the poisoned classifier; thus, some defense methods117

can easily detect and discard the poisoned models. To this end, we propose a stronger backdoor118

attack where the poisoned images are crafted with imperceptible perturbation in the input space to119

clean images as well as unnoticeable trace in the latent space. We advance the state-of-the-art by120

significantly enhancing the imperceptibility and robustness of the backdoor attack.121

4 Methodology122

This section presents the details of the proposed Wasserstein Backdoor (WB).123

4.1 Preliminaries124

Consider the standard supervised classification task where one hopes to learn a mapping function125

fθ : X −→ C where X is the input domain and C is the set of target classes. The task is to learn the126

parameters θ from the training dataset S = {(xi, yi) : xi ∈ X , yi ∈ C, i = 1, .., N}.127

Following the standard training scheme of backdoor attacks, the classifier is trained with the combi-128

nation of the clean and poisoned subsets of S. To create a poisoned sample, a clean training sample129

(x, y) is transformed into a backdoor sample (T (x), η(y)), where T is a backdoor injection function130

(also called the trigger function) and η is the target label function. When training f with the clean131

and poison samples, we alter the behavior of f so that:132

f(x) = y, f(T (x)) = η(y), (1)

for any pair of clean data x ∈ X and its corresponding label y ∈ C. There are two commonly133

studied backdoor attack settings [13, 32, 43]: all-to-one and all-to-all. In all-to-one attack, the label134

is changed to a constant target, i.e. η(y) = c; for all-to-all attack, the true label is one-shifted, i.e.135

η(y) = (y + 1) mod |C|. In the existing works, the trigger function T is selected before training f136

and fixed during the training process of f .137
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4.2 Learning to Backdoor138

Given the training dataset S and a loss function L, e.g., cross entropy loss, empirical risk minimization139

can be used to learn the parameters θ, as follows:140

θ∗ = argmin
θ

N∑
i=1

L(fθ(xi), yi).

The goal of this work is to learn a trigger function Tξ : X −→ X and a classification model fθ in141

such a way that the clean image x and its corresponding backdoor image T (x) are visually consistent142

in the input space while the backdoor attack does not leave a detectable trace in the latent space of the143

poisoned classifier. When f is a neural network, φ(x) can be the output of an intermediate, hidden144

layer of f , which captures some high-level abstraction of the input. Note that we require the classifier145

to perform normally on the clean sample, x, compared to the classifier’s vanilla version, but change146

its prediction on the poisoned image, T (x), to the target class η(y).147

To generate an imperceptible trigger and poison the image, we formulate the trigger function as a148

conditional noise generator g, as follows:149

Tξ(x) = x+ gξ(x), ||gξ(x)||∞ ≤ ε ∀x (2)

The generator function gξ takes an input x and generates an artificially imperceptible noise on the150

same input space, which guarantees the stealthiness of the backdoor attack. We can design such151

generator function as an autoencoder or the more complex U-Net architecture [36].152

With the above objectives and notations, we can formalize the task into the following constrained153

optimization problem:154

min
θ

N∑
i=1

αL(fθ(xi), yi) + βL(fθ(Tξ∗(θ)(xi)), η(yi)) (3)

s.t. ξ∗ = argmin
ξ

N∑
i=1

L(fθ(Tξ(xi)), η(yi)) +Rφ(Fc,Fb)

where Rφ is the regularization constraint of the clean and poisoned representations, denoted as155

Fc = {φ(xi) : i = 1, .., N} and Fb{φ(T (xi)) : i = 1, .., N}, respectively.156

In this problem, a learned classification model with a specific parameter configuration θ is associated157

with an optimal, stealthy backdoor trigger function, which is trained to poison the model. The158

classifier is trained to minimize a linear combination of clean and targeted backdoor objectives. The159

parameters α and β control the mixing strengths of the clean and backdoor loss signals. The trigger160

function is trained to perturb an image within its `∞ ball in the input space, so that the loss toward the161

attack target class is minimized while regularizing the latent representations of the backdoor images.162

4.3 Stealthy Latent Representation via Wasserstein Regularization163

In practical applications, latent-space defense methods study the abnormal trace of incoming data164

points with respect to the previous stream of data. These traces exist primarily because of the fact165

that the clean and backdoor latent representations are separated or distributed differently (e.g., the166

separated clusters of the clean and poison representations which can be seen in Figures 2 and 3). Thus,167

we aim to minimize such distributional difference through the regularization constraintRφ. Since168

we cannot assume that the two latent distributions have common support or their density functions169

are known, commonly-used divergences, such as f -divergences (which include KL and JSD), are170

difficult to minimize. Instead, we consider the Wasserstein-2 distance and formulate the regularization171

constraint as follows:172

Rφ(µ, ν) =

(
inf

γ∈Π(µ,ν)

∫
(x,z)∼γ

p(x, z)||x− z||2dxdz

)1/2

(4)

where µ and ν are marginal probability measures defined by empirical samples Fc and Fb of the173

latent representations of the clean and poisoned data, respectively.174
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Estimating the Wasserstein distance also has some challenges. From the primal domain, computing175

the infimum in Equation (4) is particularly hard since the data distributions are not fixed or known.176

On the other hand, employing the Kantorovich-Rubinstein duality requires a separate, parameterized177

Lipschitz function and a minimax solver, which increases the complexity of the proposed problem.178

Fortunately, for one-dimensional continuous measures, the Wasserstein distance has an elegant yet179

closed-form solution. Let qµ and qν be the corresponding density functions of µ and ν, respectively.180

The Wasserstein-2 distance between one-dimensional measures µ and ν is:181

W(µ, ν) =

(∫ 1

0

||(F−1
µ (z)− F−1

ν (z)||2dz
)1/2

(5)

where Fµ(z) =
∫ z
∞ qµ(ρ)dρ and Fν(z) =

∫ z
∞ qν(ρ)dρ are the cumulative distribution functions.182

Inspired by the efficiency of this solution and its successful applications in a variety of tasks [9,183

20, 10], we propose to first find a family of one-dimensional representations, e.g., through the184

linear projections, and approximate the Wasserstein distance as a function of these one-dimensional185

marginals, as follows:186

Rφ(Fc,Fb) ≈

(
1

L

L∑
l=1

[W(Fθlc ,F
θl
b )]2

)1/2

(6)

where Fθlc = {θTl φ(xi) : i = 1, .., N} and Fθlb = {θTl φ(T (xi)) : i = 1, .., N} contains the187

projections of the clean and poisoned datasets into a one-dimensional direction defined by θl (a slice).188

Typically, θl is drawn from a uniform distribution on the unit sphere. This formulation is also known189

as the sliced-Wasserstein distance (SWD) [9, 20]. One particular problem with this approach is190

that the random nature of the slices could lead to several non-informative directions; i.e., the sliced191

distances are close to 0 in directions that do not lie on the manifolds of the data. Consequently, a large192

number L of random directions are needed to approximate the sliced-Wasserstein distance, which193

increases the computational complexity of the estimation.194

To remedy this issue, we avoid the uniform sampling of the unit sphere and select directions that195

contain discriminant information of the two data sources, by exploiting the following fact in the196

classification task. For backdoor samples of an attack-target class c1 ∈ C, created from clean197

samples of some other class c2 ∈ C, the projections into an output dimension represent meaningful198

discriminant information which distinguishes the backdoor samples (from class c2) and the clean199

samples (from class c1).Thus, we propose to replace the uniform linear projections of SWD with the200

projections into the output layer. When the latent space is the penultimate layer of the classifier, such201

projections are equivalent to the following approximation:202

Rφ(Fc,Fb) ≈

 1

|C|

|C|∑
c=1

[
W(FWc,:

c ,FWc,:
c )

]21/2

. (7)

where Wc,: is a row of the matrix W ∈ R|C|×d (d is the dimension of the latent space) which is the203

normalized parameter matrix between the penultimate and the output layer.204

Empirically, Figure 1 shows the estimated SWD with different numbers of random directions and205

the proposed calculation, so called DSWD, when the latent space is defined at the penultimate layer206

of the classifier. The dimension of the latent space is 512 for both MNIST and CIFAR10 datasets.207

Each distance is computed on a random sample of 1000 clean and 1000 backdoor images, and each208

calculation is repeated 100 times. As we can observe in this figure, with only a fraction of slices,209

DSWD achieves a significantly smaller variance than that of the SWD estimates. Furthermore, in210

MNIST, the selected directions of DSWD leads to higher distance estimates than SWD, which means211

that DSWD selects more discriminant directions than SWD while SWD underestimates the distance212

between the two empirical samples. In addition, we show that DSWD is a valid distance metric of the213

latent distributions.214

Theorem 1 When the latent space is the penultimate layer of a neural network, the proposed DSWD215

distance is a valid distance function of probability measures in this space.216

Remark 1 Since existing defense methods choose the penultimate layer of a neural network. as the217

space to perform the defense analysis, in most cases, we can employ the proposed DSWD calculation.218

5



0.01k 0.1k 0.5k 1k 5k 10k DSWD
0.1

0.2

0.3

0.4

Di
st
an

ce

CIFAR10

(a) Pre-activation Resnet-18 Model

0.01k 0.1k 0.5k 1k 5k 10k DSWD
100

200

300

400

500

Di
st
an

ce

MNIST

(b) CNN Model

Figure 1: Distance estimates in the latent space for SWD with different number of sampled directions
(between 10 to 10,000) and DSWD.

Remark 2 To preserve the clean classification performance, the classifier seeks optimal parameters219

that lead to similar predictions of clean samples from the same class. The goal of the trigger function220

is to make the poisoned samples classified toward a different class. This leads to an adversarial game221

between the classifier and the trigger functions.222

DSWD also has a significantly better computational efficiency than SWD. In most problems, SWD223

requires a large number of random directions, typically between 1000 to 10,000, in order to provide a224

reliable estimate of the distance [33, 10]. In DSWD, the number of random directions is fixed to the225

number of possible output labels, which is typically small for many classification problems.226

4.4 Optimization227

The non-convex, constrained optimization in Equation (3) is challenging because of its non-linear228

constraint. In general, we can alternately update f and T while keeping the other fixed, similar to229

training GANs. However, it is difficult and slow for the classifier to reach an acceptable performance230

on the clean data, i.e., similar to that of the vanilla classifier.231

Under the alternating update scheme, we observe that on MNIST, the poisoned classifier can reach the232

acceptable clean-data performance after several epochs; while on the other more complex datasets (i.e.233

CIFAR10, GTSRB, and TinyImagenet), this procedure results in sub-optimal clean-data performance.234

One possible explanation is that training the vanilla classifier with complex architecture and dataset235

to reach a decent accuracy is already a difficult and time-consuming task (e.g., 2 to 3 epochs to reach236

the optimal performance on MNIST but several hundreds of epochs on the other datasets).237

Fortunately, we observe that after training the classifier and the trigger functions in an alternating238

update scheme for a certain number of epochs (denoted as Stage I), we can freeze the trigger function239

and only train the classifier for the remaining epochs (denoted as Stage II). This two-stage training240

scheme is adopted in our experiments.241

5 Experimental Results242

5.1 Experimental Setup243

We demonstrate the effectiveness of the proposed method through a range of experiments on four244

widely-used datasets for backdoor attack study: MNIST, CIFAR10, GTSRB and TinyImagenet.245

For these experiments, we follow the previous works [43, 46, 5, 32] and select the penultimate layers246

of the classifiers as the latent space for the defense experiments.247

Architectures: For the classifier f , we consider several popular models: Pre-activation Resnet-248

18 [16], VGG [39], DenseNet [17] for CIFAR10 and GTSRB datasets, and Resnet-18 for TinyIma-249

genet. For the MNIST dataset, we employ a CNN model.250

Hyperparameters: For the baselines, we train the classifiers using the SGD optimizer with an251

initial learning rate of 0.01 and a learning rate decay of 0.1 after every 100 epochs. For other252
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hyperparameters, we follow the proposed setup in [32] for all datasets. We use the same configurations253

for WB. We alternately train the classifier and trigger functions alternately (Stage I) for 10 and 50254

epochs for MNIST and the other datasets, respectively, and fine-tune the classifier (Stage II) for255

another 40 epochs and 450 epochs for MNIST and the other datasets, respectively. To achieve a256

high-degree stealthiness of WB, we pick ε as small as 0.01 on all datasets. In general, the larger the257

value of ε, the easier the trigger functions can be learned and the more successful the attacks are.258

5.2 Attack Performance259

Table 1: Network Performance: All-to-one Attack

Dataset WaNet WB
Clean Attack Clean Attack

MNIST 0.99 0.99 0.99 0.99
CIFAR10 0.94 0.99 0.94 0.99
GTSRB 0.99 0.98 0.99 0.99
TinyImagenet 0.57 0.99 0.57 0.99

Table 2: Network Performance: All-to-all Attack

Dataset WaNet WB
Clean Attack Clean Attack

MNIST 0.99 0.95 0.99 0.96
CIFAR10 0.94 0.93 0.94 0.94
GTSRB 0.99 0.98 0.99 0.98
TinyImagenet 0.58 0.58 0.58 0.58

In this experiment, we present the at-260

tack success rates of the proposed WB261

method and the state-of-the-art method,262

WaNet [32]. Wanet’s attack performance is263

significantly better than other approaches,264

including BadNets [13], and is one of the265

strongest existing method that generates266

stealthy triggers on the images. We first poi-267

son the classifier using the backdoor attack268

methods in both all-to-one and all-to-all269

settings and record the performance of the270

classifier on both clean and backdoor test271

samples. For all-to-one, we randomly pick272

the target label ĉ (i.e., η(y) = ĉ ∀y), while273

for all-to-all, the target label function is de-274

fined as η(y) = (y+1) mod |C| ∀y, which275

is widely used to evaluate the backdoor-276

related works [32, 13, 5]. Note that this277

all-to-all attack setting is more challeng-278

ing than the all-to-one setting, especially279

on datasets with a large number of classes280

such as TinyImagenet.281

The classification accuracy on the clean test samples and the attack success rate for each method282

is represented in Tables 1 and 2 for the all-to-one and all-to-all settings, respectively. As we can283

observe from these tables, both WaNet and WB can achieve high clean-data accuracies. While both284

of the methods can perform the backdoor attacks with almost perfect success rates in most of the285

experiments, WB outperforms WaNet.286

5.3 Latent-Space Defense287

Recent backdoor defense methods have found that a backdoor attack tends to leave a tangible trace in288

the latent space of the poisoned classifier. Activation Clustering [5] and Spectral Signature [46] are289

two representative defenses used for analyzing the latent space in prior works [43]. In this section,290

we also look at the latent space of the poisoned classifiers through the lens of these defense methods.291

5.3.1 Learned Latent Representation and Activation Clustering292

It has been shown in [5] that in a poisoned classifier, the latent representations of the clean and293

backdoor samples form separate clusters, which can be easily detected using clustering methods such294

as K-means. The authors also recommend a process called exclusionary reclassification to determine295

which cluster is poisoned and re-train the poisoned classifier.296

In Figure 2 and Figure 3, we can observe highly separated clusters (for samples with the sample297

predictions of y = 0) in the latent space when we omit the latent regularization term Rφ in WB298

(Baseline). However, when Rφ is included, the latent representations of the clean and backdoor299

samples are distributed similarly. Without well-separated clusters of the clean and poisoned samples,300

the exclusionary reclassification process in the activation clustering is not effective against the attacks.301

Quantitatively, we present the quality scores (i.e., the adjusted Rand Index) of the clustering step in302

Table 3. The adjusted Rand Index is 1 when the samples form two distinct clusters and is close to303

0 for a random separation. We compare WB with BadNets [13] and Adversarial Embedding [43],304
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Table 3: Adjusted Rand Index in All-to-one Attack

Model Dataset Rand Index
(BadNets)

Adversarial Embedding WB

Rand Index Attack Rand Index Attack
DenseNet CIFAR10 0.979 0.1820 0.764 0.0382 0.998
DenseNet GTSRB 0.997 0.2710 0.914 0.0135 0.997

VGG CIFAR10 0.998 0.0006 0.962 0.0002 0.999
VGG GTSRB 0.997 0.6420 0.743 0.1010 0.999

which is the state-of-the-art backdoor attack method with stealthy latent space. As we can observe305

in this table, the defense is most successful on BadNets since there exists a perfect clustering of the306

clean and poisoned samples (Rand Index ≥ 0.95). While Adversarial Embedding is more resistant307

against the defense, WB is significantly more stealthy against the defense since the values of Rand308

Index are all very close to 0. Note that, similar to BadNets, WaNet does not pass this defense.309

(a) All-to-one: Baseline (b) All-to-one: WB (c) All-to-all: Baseline (d) All-to-all: WB

Figure 2: MNIST: t-SNE embedding in the latent space. Baseline is WB withoutRφ.

(a) All-to-one: Baseline (b) All-to-one: WB (c) All-to-all: Baseline (d) All-to-all: WB

Figure 3: CIFAR10: t-SNE embedding in the latent space. Baseline is WB withoutRφ.

5.3.2 Spectral Signature Defense310

The work in [46] proposes a defense method that identifies and removes backdoor samples using the311

Spectral Signature. For data from each predicted class, Spectral Signature first finds the top singular312

value of the covariance matrix of the latent vectors of the data. Then it computes the correlation313

score to this singular value for each sample and those samples with the outlier scores are flagged314

as backdoor samples. While Spectral Signature is a sample filtering-based defense method, the315

inspection of the correlation scores can also be useful to verify whether there is a tangible trace in the316

latent space of the classifier.317

Following the same experiments in [46], we first pick 5,000 clean samples and 500 backdoor samples318

for each dataset. Then, we plot the histograms of the correlation scores for both sets of samples. As319

we can observe in Figure 4, there is not a clear separation between the scores of the backdoor samples320

and those of the clean samples.321

5.4 Model Mitigation Defense322

In this section, we evaluate the robustness of WB against another popular defense, Neural Cleanse [48].323

Neural Cleanse is model-mitigation defense based on a pattern optimization approach. Specifically,324
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Figure 4: Defense experiments against Spectral Signature with all-to-one attack. The correlations of
the clean and backdoor samples with the top singular vector of the covariance matrix in the latent
space are not separable.
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(b) All-to-all attacks

Figure 5: Backdoor attacks against Neural Cleanse defense.

Neural Cleanse searches for the optimal patch pattern for each possible target label that induces a325

misclassification to that label. It then quantifies whether any of the optimal backdoor trigger pattern326

is an outlier via a metric called Anomaly Index. The model has a backdoor if the Anomaly Index is327

greater than 2 for any class.328

The anomaly indices are presented in Figure 5. It can be seen that both WaNet and WB can pass the329

detection of Neural Cleanse, similar to that of the vanilla classifier (Clean). In MNIST and CIFAR10,330

WB even achieves smaller Anomaly Indices than those of the vanilla models. Note that popular331

backdoor attacks, such as BadNets, can be defended by Neural Cleanse in most of these datasets [48].332

Additional experiments for demonstrating the robustness of WB against several other defense ap-333

proaches can be found in the supplementary material.334

6 Conclusion335

This paper presented a novel methodology for a backdoor attack that is imperceptible from both the336

input and latent spaces, i.e., Wasserstein Backdoor (WB). WB learns a trigger function that adds337

visually imperceptible noise to an input image and minimizes the distributional difference via a338

novel sliced Wasserstein distance formulation between representations of the clean and backdoor339

images in the latent space of the trained classifier. We comprehensively evaluated the performance340

of the proposed method on various image classification benchmark models over a wide range341

of datasets. Our experimental results demonstrated that the proposed method could significantly342

improve the effectiveness against the existing defense mechanisms, especially those that rely on the343

distinguishability in latent space.344

Societal Impacts: Our work on the backdoor attack is likely to increase the awareness and un-345

derstanding of such vulnerability on neural networks. The proposed attacks, if not appropriately346

used, may bring security threats to the existing DNN based applications. We believe our study is347

an important step towards understanding the full capability of backdoor attacks. This knowledge348

will, in turn, facilitate the further development of secure and trustworthy DNN models and powerful349

defensive solutions. In this regard, we would encourage research to understand other aspects be-350

sides distinguishability in the input and latent spaces and further limitations of backdoor attack for351

developing countermeasures.352
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