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ABSTRACT

We show how to train a rotation-equivariant representation to extract local key-
points for image matching. Existing learning-based methods focused on extract-
ing translation-equivariant keypoints using conventional convolutional neural net-
works (CNNs), but rotation-equivariant keypoint detectors have not been studied
extensively. Therefore, we propose a rotation-invariant keypoint detection method
using rotation-equivariant CNNs. Our rotation-equivariant representation enables
us to estimate local orientations to image keypoints accurately. We propose a
dense histogram alignment loss to assign an orientation to keypoints more con-
sistently. We validate the effectiveness compared to existing keypoint detection
methods. Furthermore, we check the transferability of our method on public im-
age matching benchmarks.

1 INTRODUCTION

Extracting keypoints robust to imaging variations is crucial for computer vision problems such as
image matching, structure-from-motion (SfM), and 3D reconstruction. Conventional image match-
ing pipeline obtains a correspondence set by obtaining keypoints and extracting descriptors, then
finding the similarity of descriptors corresponding to those keypoints. In the deep learning era,
several dense matching methods (DeTone et al. 2018} |Dusmanu et al.l 2019; Rocco et al.l 2017;
2018a3b; [Seo et al., 2018}, [Choy et al., |2016; [Min et al., 2019} [Lee et al., 2021} Noh et al.l 2017}
Truong et al., 2020bjaj |Kim et al., |2018}; Jiang et al., 2021} [Sun et al., 2021) find correspondences
by correlation tensor with a dense descriptor without a separate keypoint detector on the input im-
age. On the other hand, sparse matching methods find correspondences to extract sparse keypoints
integrating with patch-based descriptor extraction methods (Lowel, [2004; Mikolajczyk & Schmid,
2004; Bay et al.| 20065 Rublee et al., |2011; Revaud et al.| 2019; |Ono et al., 2018 |Shen et al., 2019
Barroso-Laguna et al., 2019; [Novotny et al., 2017; |Mishchuk et al.l 2017} [Tian et al.l 2017} 2019;
2020). The existing dense matching methods propose simple end-to-end image matching networks,
but the dense matching methods without accurate keypoint detection fail to find accurate matches
on viewpoint change. Therefore, keypoint detection that is accurate and consistent with geometric
changes is still an important problem in image matching.

Representative keypoint detection method (Lowe, 2004) extracts difference-of-Gaussian (DoG) fea-
ture on scale-space to consider scale-invariant and then find the local extrema from the DoG feature.
Recently, keypoint detection research is conducted together with descriptor extraction in an end-to-
end manner (Ono et al., 2018;|Shen et al.|[2019) or train the keypoint extraction separately (Barroso-
Laguna et al.,|2019). Even though most of them obtain scale-equivariant features using scale-space
to obtain scale-invariant in local features, but rotation-equivariant representations are not properly
considered in the keypoint detection task. Therefore, we propose a method to extract rotation-
invariant keypoints using a rotation-equivariant representation through specially designed rotation-
equivariant convolutional layers (Cohen et al.l 2019). The rotation-equivariant representation has
the advantages of explicitly encoding the enriched orientation information and reducing the model
size through weight sharing compared to the regular representation.

The rotation-equivariant representation utilizes to assign orientations to keypoints. Existing local
orientation assignment to keypoints uses the form of a histogram that aggregates image gradients.
Recently, existing learning methods to assign local orientations train the orientation by implicit way
using descriptor similarity in the image matching pipeline, and there is no research to learn local ori-
entation by giving explicit loss, in our knowledge. Therefore, we propose an orientation alignment
loss function to estimate a characteristic orientation to the keypoints using explicit supervision. This
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is done in a self-supervised manner using synthetically generated pairs augmented through random
rotation.

To show the effectiveness of our model, we compare it with handcrafted model (Lowel} [2004) and
learning-based model (Barroso-Laguna et al.,[2019) on image matching benchmarks. We evaluate
with patch-based descriptors (Mishchuk et al.l 2017; [Tian et al., 2019; 2020) using repeatability
score and matching accuracy in order to verify the effectiveness of keypoint detection. Our esti-
mated orientations improve the keypoint matching accuracy with outlier rejection on the HPatches
benchmark (Balntas et al.l 2017). Furthermore, we evaluate 6 DoF pose estimation benchmark,
IMC2021 (Jin et al.}2021})), to show the transferability in a more complex task. We conduct ablation
experiment to demonstrate the effectiveness of components of our model.

The contributions of our paper are three-fold:

* We propose a self-supervised framework for learning to extract rotation-invariant keypoints
using rotation-equivariant representation.

* We propose a histogram-based alignment loss to obtain orientations that change consis-
tently to geometric transformations for the obtained keypoints.

* We show our effectiveness through several experiments by comparing the existing keypoint
detection method and the extensive evaluation of the image matching benchmark.

2 RELATED WORK

This section is organized into three parts: Keypoint detection, local orientation estimation, and
rotation-equivariant representation.

Keypoint detection. It plays a key role in many computer vision tasks such as image matching,
SfM, and 3D reconstruction. Traditional keypoint detectors rely on carefully designed handcrafted
filters. [Lowe| (2004) proposes keypoint detection through the local extrema in DoG, and Bay et al.
(2006) boosts up the speed of keypoint detection by using Haar filters. Inspired by the recent success
of deep learning to various computer vision tasks, learning-based approaches have been proposed
recently to learn how to detect keypoints. |Verdie et al.|(2015); Y1 et al.|(2016a); DeTone et al.| (2018));
Ono et al.| (2018)); |Shen et al.| (2019) propose learning techniques of a keypoint detector through a
CNNs-based response map. |[Barroso-Laguna et al.| (2019) utilized the benefit of both handcrafted
and learning approaches to improve the performance in terms of repeatability. Contrary to them,
we utilize rotation-equivariant features to obtain consistent keypoint locations. Furthermore, our
rotation-equivariant representation yields characteristic orientation of the keypoints, and applies it
outlier rejection in an image matching pipeline.

Local orientation estimation. Lowe|(2004) classically uses image gradient aggregation to estimate
local orientation. Rublee et al.|(2011) propose an efficient way to measure corner orientation using
intensity centroid (Rosinl |1999). Learning-based methods (Y1 et al., |2016b; Ono et al., 2018; Shen
et al.| [2019) use surrogate loss through local descriptor extraction to train local orientation in the
image matching pipeline. They use orientation as one of the affine parameters in the patch sampling
using STNs (Jaderberg et al., 2015). Afterward, |[Ebel et al.[(2019) sample local patches by trans-
forming scale and orientation parameters into a log-polar coordinate system. The aforementioned
learning methods learn local orientation as implicit ways by using descriptor similarity losses. In
addition, these methods predict orientation values through regression of trigonometric values, but
our explicit learning method predicts orientation with histogram-based representation from the per-
spective of a classification problem. We utilize group CNNs for consistent orientation estimation.

Rotation-equivariant representation. An equivariant representation means the result obtained by
changing the input is the same as the result by changing the output after the result is obtained. Memi-
sevic & Hinton| (2010); Memisevic| (2012) propose a content-independent representation through
tensor factorization based on restricted Boltzmann machine (RBM). [Sohn & Lee| (2012) extend
RBM to capture transformation through eigenfeatures between two images. Since CNNs become
popular, (Cohen & Welling| (2016a) propose group equivariant convolutional networks using discrete
isometric groups. Marcos et al.|(2017)); Zhou et al.| (2017) propose resampling filters using interpo-
lation to encode explicit orientations. Weiler et al.| (2018); |Worrall et al.| (2017) use harmonics as
filters to extract equivariant features from more diverse groups and continuous domains. Weiler &
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Cesa (2019) extend this group to the general F(2) groups, and|Sosnovik et al.|(2020) propose scale-
equivariant steerable networks. From an application point of view, |Han et al.| (2021) use rotation-
equivariant networks to rotated object detection on the aerial images. [Pielawski et al.| (2020) apply
the rotation-equivariant representation for registration of multimodal images. Likewise, we use
rotation-equivariant convolution to extract repeatable keypoints consistent with various changes.

3 ROTATION-EQUIVARIANT KEYPOINT DETECTION

3.1 OVERVIEW

The goal of our work is to learn to detect oriented keypoints from images. The classical keypoint
relying on handcrafted features satisfies the rotation/translation equivariance, but it is sensitive to
illumination changes or color distortions. On the contrary, recent learning-based keypoint detec-
tors use CNNs to encode local geometry and high-level semantics through convolutional layers.
The convolution operation is inherently translation-equivariant, not rotation-equivariant. There-
fore, We construct a rotation-equivariant model without handcrafted features to take advantage of
both approaches. The proposed method consists of rotation-equivariant layers and following two
branches, the keypoint detection and orientation estimation. The overall architecture is in Figure[I]
The rotation-equivariant layers take an image as input and feed rotation-equivariant features into
the following two branches. The keypoint detection and orientation estimation branches generate
a rotation-invariant keypoint score map and a rotation-preserving orientation map through group
pooling and channel pooling, respectively. Window-based keypoint detection loss and orientation
alignment loss learn the keypoints and orientations, respectively, along with the ground-truth ho-
mography in a self-supervised manner. Furthermore, the multi-scale image pyramid encourages the
network to have robustness on scale changes.
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Figure 1: Overall architecture. The rotation-equivariant convolutional block takes an input image
and processes it at multiple scales. The multi-scale rotation-equivariant representation H is fed into
two separate branches that predict a keypoint map K and an orientation map O.

3.2 PRELIMINARIES

Equivariance. A feature extractor ® is said to be equivariant to a geometric transformation ¢ if
transforming an input = by the transformation g and then passing it through the feature extractor
® gives the same result as first mapping x through ¢ and then transforming the feature map by
g (Weiler & Cesa, [2019). Formally, the equivariance can be expressed for transformation group G
and®: X — Y as

O[Ty (x)] = Ty[@()], (1)
where T, and T represent transformations on each space as a predefined group action. In this
case, the function ¢ operates a “structure-preserving” mapping from one representation to another.
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For example, convolutional operation is designed to be translation-equivariant. If 7} is a transla-
tion group (R?, +), and f is the K -dimension feature mapping sent to Z> — R’ the translation
equivariance can be expressed as follows:

[Tef]+ 9 () = [T[f + Pli(2), 2
where 1) denotes convolution filter weights Z2 — R, x indicates convolution operation.

Group-equivariant convolution. Recent studies (Weiler & Cesa, [2019} |Cohen et al., [ 2019; Weiler
et al.l 2018} |Cohen & Welling, [2016ajb) have developed convolutional neural networks that are
equivariant to symmetry groups of translation, rotation and reflection. Let H be a rotation group.
For example, the cyclic group Cy represents an interval of 27 /N representing discrete rotations.
The group G can be defined by G = (R?, 4-) x H as the semidirect product of the translation group
(R?, +) with the rotation group H. Then, the rotation equivariant convolution on group G can be

defined as:
[Tgf] *P(g) = [Tg[f *Y]](9), 3)

by replacing z € (R?, +) with ¢ € G in Eq.[2l This operation can apply to an input tensor to produce
a translation and rotation equivariant output. A rotation-equivariant network can be constructed by
stacking rotation-equivariant layers similar to standard CNNs. This network becomes equivariant
to both translation and rotation in the same way with the translation-equivariant convolutional net-
works. Formally, let ® = {L;|i € {1,2,3,...M}}, which consists of M rotation-equivariant layers
under group G. For one layer L; € ®, the transformation T}, is defined as

Li[Ty(9)] = T4[Li(g)], 4)

which indicates that the output is preserved after L; about Ty,. Extending this, if we apply T, to input
I and then pass it through the network ¢, the transformation T}, is preserved for the whole network.

[H%lLi}(TgI) = Tg[Hi]\ilLi](I)- (5

3.3 ROTATION-EQUIVARIANT KEYPOINT NETWORKS

In this subsection, we describe the proposed rotation-equivariant keypoint network.

Rotation-equivariant feature extraction. For feature extraction, we use the E(2)-equivariant con-
volutional layers (Weiler & Cesa, 2019). For computational efficiency in a limited computational
resource, we consider a discrete rotation group only. The layer acts on (R?, +) x C'y and is equiv-
ariant for all translations and N discrete rotations. Given an input image, M stacked layers produce
an output feature map via

H = [IZ, Li|(T, 1), (©)

where H € is a rotation-equivariant representation output, and C' is the number
of channels assigned for each group. In our experiments, we use 3 layers (M = 3). The out-
put H € RIGIXCXHXW g 5 group of feature maps, which represents C-channel feature maps for
|G| orientations, and H; denotes a feature map for ith orientation in G. This rotation-equivariant
network enables an extensive sharing of kernel weights for different orientations, i.e., rotation trans-
formations, and thus increasing sample efficiency in learning, particularly a rotation-involving task.

R|G\><C><H><W

Rotation-invariant keypoint detection. Robust keypoints need to be invariant to rotation trans-
formations; the keypointness, i.e., keypoint score, for a specific position on an image should not
be affected by rotating the image. To obtain such a rotation-invariant map for keypoint scores, we
collapse the group G of H € RIGIXCXHXW by group pooling, reducing it to a rotation-invariant rep-
resentation P € RE*H#*W Specifically, we use max pooling over orientations: P = maxy Hy . . ..
Given multi-scale outputs {P}scs, the final score map K € RH*W s obtained using standard
convolution p over a concatenation of Pg:

K = p(|J(¢(P.). ™
seS

where p is a convolution operation, | J means concatenation of the elements, and ¢ denotes a bilin-
ear interpolation function. The interpolation function resizes the input map to target size, and the
convolution transforms a rotation-invariant feature map to a rotation-invariant score map.
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Rotation-equivariant orientation estimation. To estimate a characteristic orientation for a can-
didate keypoint, we leverage the orientation group of rotation-equivariant tensor H and translate it
to the orientation histogram tensor Q. Specifically, we collapse the channel dimension C for each
orientation by channel pooling and produce a |G|-channel feature map Q € RIGHAXW ‘where each
position can be seen as being assigned an orientation histogram of |G| bins. We use the implemen-
tation with 1 x 1 group convolution with a single filter to collapse the channels of each orientation:

Q = 77(H:7c)’ (8)

where 7 : — RI®l maps H to a discrete histogram distribution of |G| bins, which is
implemented by 1 x 1 group convolution. Note that the channel pooling can be any other operations,
e.g., max pooling, average pooling, and so on. The resultant output can be interpreted as a map of
characteristic orientations for corresponding positions. The output pixel-level rotation-equivariant
representation Q is used to learn the keypoint orientation as a histogram-based dense probability
map. Given multi-scale outputs {Q, }sc s, the final orientation probability tensor O € RIG/*HxW
is obtained by summing the outputs over the multiple scales.

0 = o(EP(Q)))), ©)

ses

RIG‘XC

where o € RI¢! — [0,1]1¢! is a softmax function, and @) is element-wise summation operation.

3.4 TRAINING

In this subsection, we describe a loss
function for the keypoint detection Histogram alignment T,
and the loss for the characteristic ori-
entation for the keypoints. First, the
orientation learning method will be
described.

Orientation alignment loss. We
train the histogram-based represen-
tation to assign orientations to key-
points. Our method takes the ad-
vantages of both assigning orienta-
tion to keypoints with the existing
image histogram-based method, e.g.,
aggregating image gradients
[2004), and the learning-based meth-

ods (Yi et al] [2016b; [Ono et al.
[2018). The dense orientation ten-
sor O e RIGIHXW deseribed in
Sec.B3lencodes relative orientations
for each feature point. We use
an alignment technique to explicitly
learn a discriminative orientation rep-
resentation. Image pair I, and I}, are
used to input with the known ground-
truth rotation Ty, First, we rotate the
feature representation Oy, for the given ground-truth rotation 77~ ! for spatially alignment. Next,
histogram alignment is performed by shifting the equivariant histogram (in cyclic group G) on O,
using the relative shifting 7". The out-of-bound regions due to rotation are masked with 0. Finally,

. .9 . . .
the two aligned feature pair is trained with the following cross-entropy form loss:

Spatial alignment Ty *

Figure 2: Illustration of orientation alignment loss. The
dense orientation histogram Oy, is spatially aligned using
Ty L. The equivariant histogram vectors of the feature points
in O, are shifted using Tg’. The out-of-plane regions are ex-
cluded when computing the loss.

G|

Lo = — ZZM ZT’ a)log(T,1(0,)), (10)

=1 j=1

where M = 1 AT 1(1) with 1 € 17*W filled in 1 is mask map which is out-of-bound due
to the rotation. We 0m1t the index i, j of the tensor M, and i, j, k of O, and Oy, in Eq. [I0] for
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simplicity. A pixel-level aligned value E;’fji is a similarity score for how well the orientation of the

pixel corresponding to I, and Iy, is predicted. Note that £3"

! Jl is spatially aligned of coordinate (4, j)
in I,. Figure [2 shows the illustration of our loss function.

Window-based keypoint detection loss. We utilize the window-based keypoint estima-
tion (Barroso-Laguna et al.| 2019). In the case of keypoints, the ground truth is not well defined.
However, in general, a good keypoint means to be extracted a consistent location invariant to geo-
metric or photometric image transformations. Some researches (Lenc & Vedaldi, 20165 |Ono et al.,
2018)) design a loss function to obtain keypoints consistent for homography transformation, and
other researches (DeTone et al., 2018} Verdie et al., | 2015;|Zhang et al.,[2017) obtain keypoints based
on anchors. Barroso-Laguna et al.| (2019) propose to select anchor-based keypoints, and then take
the corresponding region using the ground-truth homography as the inputs of the loss function. We
use the loss function of |[Barroso-Laguna et al.| (2019) which takes advantage of both anchor-based
methods and homography consistency.

The keypoint detection loss uses multi-scale windows based on the index proposal. The keypoint
score map K € R*W is transformed by non-maximal suppression through exponential scaling

based on window as follows:
w?,
(i) — e"
my =

u,v

. (11
N N 97
D=1 dop=1 €0

where a window w(?) is N x N grid in score map ReLU(K) with the score value at each index (u, v).
m %) is non-maximal suppressed N x N patch. Then the max value in (") becomes dominant on the
window, and a weighted average using the index kernel is performed to obtain real value coordinates.

N N
[x(1)7y(l)]T — [a(’b)7@(l)]T — Z Z[Wu ® mq(i)v’ WU ® mJ")’U]T + Con(i) - (12)

u=1v=1
where © is a pointwise product, W is a N x N index kernel, and ¢, is the top-left coordinates of
window w(?). This soft index selection method makes it possible to have real-valued coordinates and

differentiable, unlike the arg max function. To give the estimated keypoints coordinates covariant
properties to geometric transformations, index proposal loss is used as:

L1, 1, Ty, N) =Y @[,y 1T — 1,71 30, g O7F |2, (13)

where [#(), §()] is weighted average index without exponential on window and [z, y(?)] are soft-
selected scores using Eq.|12} and T/ 1 is the ground-truth geometric transformation Iy, to I,,. (") =
K Yy @0 T Tg_ 'K 9,300 5b is weighting term using keypoint score maps. Finally, we use multiple
window sizes with switching term of the source and target images as in|Barroso-Laguna et al.|(2019):

L:kpts(jaa-[baHa,b) = Z)‘l(‘ckpts(jaajvangl) + ﬁkpts(IbaIaaTglaNl))v (14)
l

where [ is the index of scale level, IV; is the window size, ); is the balancing parameter at scale level.
‘We use the final loss function as follows:

L = alLo 4 ckets, (15)

where « is balancing parameter of the loss functions.

4 EXPERIMENTS

This section describes comparative experiments to demonstrate the effectiveness of our model. In
section 4.1, we describe the implementation details and experimental benchmarks. In section 4.2,
we show the results of keypoint detection and matching compared to existing keypoint detection
methods. In section 4.3, we show the results of 6 DoF pose estimation for the transferability. In
section 4.4, we additionally verify the effectiveness of our model by changing group size, replacing
rotation-equivariant CNNs to regular CNNs, and visualizing the output representations and matches.
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4.1 EXPERIMENTAL SETTING

Implementation details. We use the F/(2)-CNN framework (Weiler & Cesal, 2019) for the imple-
mentation with PyTorch. For training, we use siamese networks, and input pairs share the weights
updated at the same time. We use the cyclic group G size 36, with the channel dimension C' size 2.
We use a equivariant backbone with 3-layers, each of layer consists of a conv-bn-relu module.
Each convolution layer has 5 x 5 kernel with padding 2 without bias, and model parameters are
randomly initialized. We use a batch size of 16. We train with Adam optimizer with a learning
rate of 0.001. The leaning rate decay is 0.5 every 10 epochs in total 20 epochs. We use the same
configuration of the loss LXPts of Barroso-Laguna et al.| (2019), and the loss balancing parameter o
is 100. In all the experiments, we use a Intel Xeon Gold 6240 CPU running at 2.60GHz and an
NVIDIA GeForce RTX 3090.

Training dataset. We use a synthetic dataset for self-supervised training. Our model needs a
ground-truth relative orientation for training. Although the existing dataset, such as the HPatches,
has a homography matrix, the exact orientation is not uniquely defined. Therefore, we define relative
rotation uniquely by composing synthetic affine transformation with separate affine parameters. We
tried to train our model using the random scale, skew, and rotation parameters. However, the model
trained only with rotation shows better transferability to datasets with various geometric transforma-
tions, so we generate randomly to transform with rotation [-180, 180]. To improve the robustness of
illumination changes, we modify the contrast, brightness, and hue value in HSV space. We exclude
the images with insufficient edges through Sobel filters as a pre-processing. The synthetic dataset
has 9,100 image pairs of size 192 x 192 split into 9,000 as a training set and 100 as a validation set
by using the ILSVRC2012 (Russakovsky et al.,[2015) as the source data.

Evaluation benchmark. We use two evaluation benchmarks: HPatches and IMC2021 (Balntas
et al., 2017; Jin et all 2021). The HPatches is for evaluating keypoint detection and matching.
IMC2021 is used for transferability to complex tasks by measuring the SfM quality using the 6 DoF
pose estimation accuracy.

HPatches consists of 116 scenes with 59 viewpoint variation and 57 illumination variation (Balntas
et al.| [2017). Each scene consists of 5 image pairs with ground-truth planar homography, a total
of 696 image pairs. We compare our model with the existing models using 1,000 keypoints for
evaluation. We use the repeatability score, the number of matches, and mean matching accuracy
(MMA) as evaluation metrics proposed to (Mikolajczyk & Schmid, 2005} [Lenc & Vedaldil 2018;
Zhang et al.,|2017). Repeatability score is the ratio between the number of repeatable keypoints over
the total number of detections. MMA is the average percentage of correct matches per image pair.
We use the thresholds 3 pixel and 5 pixel to measure correct matches.

IMC2021 is a large-scale challenge dataset of wide-baseline matching (Jin et al., [2021)). IMC2021
consists of an unconstrained urban scene with large illumination and viewpoint variations. In
this experiment, we compare the effect of keypoint detection methods in the image matching
pipeline Mishchuk et al.| (2017); |Cavalli et al.| (2020); |Chum et al.| (2005). We experiment on the
stereo track using a Phototourism and PragueParks validation set. This benchmark takes matches
as input and measures 6 DoF pose estimation accuracy. We measure the mean average accuracy
(mAA) of pose estimation at 5°and 10°and the number of inliers.

Qutlier rejection with keypoint orientation. We conduct outlier rejection to show the effectiveness
of our orientation with predicted matches. To fully utilize our equivariant orientation representation,
we introduce a simple outlier rejection method using our equivariant orientation representation O.
We compute the difference of estimated orientation for tentative matches and then derive the most
frequent difference between two images. We exclude matches far from the most frequent difference
as the outlier. The inliers p is defined as follows:

inlier, if jmode(d) — d;| <'t,

16
outlier, otherwise, (16)

pz(otu Ob7t) = {

where the difference of orientation vector d = (0, — 0, + 360) mod 360, the assigned orientation
0 = argmax, 6(0)9, § : RIGIXHXW _y NIGIXK gelects the keypoint coordinates by matcher, K

is the number of matches, ¢ is a threshold, mode operation returns the most frequent value on the
input vector. We use the outlier threshold ¢ = 30.
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All variations
Det. Desc. Rep MMA pred.
' @3px @5px match.
SIFT SIFT 419 494 524 4042

SIFT  HardNet 419 57.1 623 4378 Stereo track.

Key.Net HardNet 559 725 79.4 474.4 Det. K Num. Inl. mAA(5°) mAA(I0°)
ours HardNet 56.0  69.9 78.6 5221 DoG+AN 1,024 438 0.210 0.277
ours*  HardNet 56.0 74.8 823 4439 Key.Net 1,024 100.6 0.345 0.447
SIFT SOSNet 419 579 63.0 4308 ours 1,024 131.2 0.403 0.522

Key.Net SOSNet 559 72.7 79.6  464.7 DoG+AN 2,048 105.9 0.385 0.477
ours SOSNet  56.0 70.4 79.2  514.8 Key.Net 2,048 217.8 0.452 0.568
ours* SOSNet 56.0 75.2 82.7 440.1 ours 2,048 250.5 0.460 0.581

SIFT HyNet 419 573 625 4389
KeyNet HyNet 559 720 789 4753 Table 2: Mean average accuracy (mAA; 5°, 10°)

ours  HyNet 560 698 786 5221  of 6-DoF pose estimation and the number of in-
ours®  HyNet 560 750 825 4425  jier matches (Num. Inl.) on IMC2021 validation
Table 1: Results on the HPatches. ‘Det.” denotes set (Jin et al), 2021). Column ‘K’ denotes the
keypoint detection method, ‘Desc.” denotes de- number of keypoints.
scriptor extraction method, ‘Rep.” denotes the
repeatability score, and ‘pred. match.’ is the av-
erage number of predicted matches. *’ besides
ours means the outlier filtering method using our
orientation. Numbers in bold indicate the best
scores.

Results on the HPatches. Table [T| shows the results of keypoint detection and keypoint matching
in HPatches (Balntas et al., 2017). We compare a handcrafted model SIFT, and a learning-based
model Key.Net as baseline keypoint detectors (Lowe, 2004; Barroso-Laguna et al.,|2019)), and with
patch-based descriptor extraction methods, HardNet, SOSNet, and HyNet (Mishchuk et al.| [2017;
Tian et al., [2019;2020). We use the mutual nearest neighbor matching algorithm for all cases in this
experiment. Our model improves the repeatability score, which is an evaluation metric for keypoint
detection. This shows that our equivariant representation detects more consistent keypoints than
SIFT and Key.Net for viewpoint & illumination changes. Even though our results without outlier
rejection have lower MMA than Key.Net, the number of predicted matches is larger, which means
the actual number of correct matches is higher than Key.Net. Furthermore, our model using the
outlier rejection consistently obtains better MMAs than the baseline models. This shows that our
orientation is effective in keypoint matching on this large viewpoint & illumination variation dataset.

Results on the IMC2021. Table 2 shows the results of 6 DoF pose estimation in IMC2021 for
measuring transferability. For this experiment, we use the rest of the image matching pipeline us-
ing HardNet descriptor (Mishchuk et al., 2017), and DEGENSAC geometric verification (Chum
et al.| (2005) with AdaLAM (Cavalli et al., [2020) for all cases. We compare to two baselines,
DoG+AN (Lowe, 2004; [Mishkin et al., 2018) and Key.Net (Barroso-Laguna et al., 2019). We use
our keypoint detector without the orientation to compare the effect of the keypoint detector. The
result shows that our model consistently improve the camera pose estimation accuracy (mAAs) and
the number of inliers compared to the baseline models on this complex tasks of general scenes. We
evaluate to use the provided source code from IMC202 1

4.2 ADDITIONAL RESULTS

Effect of orientation estimation. Table [3] shows the comparison with an orientation estimation
method (Lowel 2004) based on the image gradient. Key.Net (Barroso-Laguna et al.l [2019) are
excluded because they do not generate orientation. The result of our orientation (Row 3) yields
higher MMA than the result of SIFT orientation (Row 2) with SIFT keypoints. This shows that our
orientation is more effective than the orientation based on image gradients.

Results of different group size and without equivariant layers. Table |4| shows the results of
the matching scores with the number of parameters according to group size. We make the same
computation of all models by changing the channel C'. Therefore, the model size increases by N
times whenever the group size decreases by N times. For example, Row 3 with the group size 9 has

"https://github.com/ubc-vision/image-matching-benchmark
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MMA
- - MMA w/o out. rej. out. rej. # param.
Det. Ori. Rej? ——=———~-— match. @3px @5px @3px @5px
@3px @5px

SIFT _ SIFT 294 574 20472 Gsg  69.9 78.6 74.8 82.3 3.3K
: . : Gig 66.2 75.0 72.7 80.8 6.5K
SIFT  SIFT v 526 558 2516 Go 624 707 720 791  13.0K
SIFT ours v 63.7 67.4 236.5 GS 63.2 73.7 69.5 79.0 14.7K
. . . : ol Gy 62.3 70.7 68.2 75.8 29.1K
Table 3: Comparison of the orientation estima ’ 615 740 e4s 740 116K

tion on the HPatches. ‘Det.” denotes the keypoint
detector, ‘Ori.” denotes the orientation estimation 1able 4. Experiment according to group size
method, and ‘Rej?” denotes whether or not to use change. The subscript of G denotes the group
outlier rejection. We use the SIFT descriptor in Size. ‘out. rej.” denotes the results with outlier
all cases. rejection.
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Figure 3: Qualitative results. The left sides are visualizations of keypoint score map and color-coded
orientation map by arg max, O,. The top is the source image, and the bottom is the target image.
The top right is the visualization of keypoint matching using our keypoints with HardNet, and the
bottom right is the matches with outlier rejection using our orientation. We map the orientation range
from [0, 359) to [0, 255) to visualize the estimated orientation by hue of HSV color representation.
We use 3 pixel threshold of the correct match.

the number of channel 8. In the table, the result of group size 36 is the best with the smallest model
size. The last row, which replaces rotation-equivariant layers with regular convoluational layers, has
a large number of parameters because there is no weight sharing. In addition, the model with regular
convoluational layers fails to train orientation, so the outlier rejection has no effect. These results
show that as the number of groups increases, the number of parameters can be significantly reduced

without losing performance. Furthermore, group-equivariant convolutional operations are important
for orientation learning.

Qualitative results. Figure [3] visualizes score maps and keypoint matching. The keypoint score
map on the second column of the left side shows that our model consistently finds keypoints invarint
to rotation. The orientation map on the third column of the left side shows that the modality of the
orientation of an pixel consistently changes as it is rotated. The result on the right side shows outlier
rejection using our orientatino effectively removes false positives.

5 CONCLUSION

This paper presents a self-supervised keypoint detection method using rotation-equivariant
CNNs. The rotation-equivariant representation generates rotation-invariant keypoints and rotation-
equivariant orientations. We propose the orientation alignment loss to predict dense orientation using
the rotation-equivariant representation. The output orientation combined with the outlier rejection
performs better matching accuracy than the existing keypoint detection methods. Our keypoint de-
tector transfers well on the more complex wide-baseline image matching task. In the future, this
study can be extended to various geometric transformation groups, e.g., affine/non-rigid, to over-
come our model limits to the cyclic rotation group. We leave this for the future.
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CHECKLIST

The checklist follows the references. Please read the checklist guidelines carefully for information
on how to answer these questions. For each question, change the default [TODO] to [Yes] , , or
[N/A] . You are strongly encouraged to include a justification to your answer, either by referencing
the appropriate section of your paper or providing a brief inline description. For example:

* Did you include the license to the code and datasets? [Yes] See Section ??.

* Did you include the license to the code and datasets? The code and the data are
proprietary.

* Did you include the license to the code and datasets? [N/A]

Please do not modify the questions and only use the provided macros for your answers. Note that the
Checklist section does not count towards the page limit. In your paper, please delete this instructions
block and only keep the Checklist section heading above along with the questions/answers below.

1. For all authors...
(a) Do the main claims made in the abstract and introduction accurately reflect the paper’s
contributions and scope? [Yes]
(b) Did you describe the limitations of your work? [Yes]
(c) Did you discuss any potential negative societal impacts of your work?
(d) Have you read the ethics review guidelines and ensured that your paper conforms to
them? [Yes]
2. If you are including theoretical results...

(a) Did you state the full set of assumptions of all theoretical results? [N/A]
(b) Did you include complete proofs of all theoretical results? [IN/A]

3. If you ran experiments...

(a) Did you include the code, data, and instructions needed to reproduce the main exper-
imental results (either in the supplemental material or as a URL)? , We plan to
release source code after paper acceptance.

(b) Did you specify all the training details (e.g., data splits, hyperparameters, how they
were chosen)? [Yes]

(c) Did you report error bars (e.g., with respect to the random seed after running experi-
ments multiple times)?

(d) Did you include the total amount of compute and the type of resources used (e.g., type
of GPUgs, internal cluster, or cloud provider)? [Yes]
4. If you are using existing assets (e.g., code, data, models) or curating/releasing new assets...
(a) If your work uses existing assets, did you cite the creators? [Yes]
(b) Did you mention the license of the assets? [Yes]
(c) Did you include any new assets either in the supplemental material or as a URL? [IN/A]

(d) Did you discuss whether and how consent was obtained from people whose data
you’re using/curating? [Yes]

(e) Did you discuss whether the data you are using/curating contains personally identifi-
able information or offensive content? [N/A |

5. If you used crowdsourcing or conducted research with human subjects...

(a) Did you include the full text of instructions given to participants and screenshots, if
applicable? [N/A]

(b) Did you describe any potential participant risks, with links to Institutional Review
Board (IRB) approvals, if applicable? [IN/A]

(c) Did you include the estimated hourly wage paid to participants and the total amount
spent on participant compensation? [N/A]

We take this format from the NeurIPS 2021 author guideline.
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